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Abstract. We propose a new decision procedure for dependency quan-
tified Boolean formulas (DQBF's) that uses interpolation-based definition
extraction to compute Skolem functions in a counter-example guided in-
ductive synthesis (CEGIS) loop. In each iteration, a family of candidate
Skolem functions is tested for correctness using a SAT solver, which ei-
ther determines that a model has been found, or returns an assignment
of the universal variables as a counterexample. Fixing a counterexample
generally involves changing candidates of multiple existential variables
with incomparable dependency sets. Our procedure introduces auxiliary
variables—which we call arbiter variables—that each represent the value
of an existential variable for a particular assignment of its dependency
set. Possible repairs are expressed as clauses on these variables, and a
SAT solver is invoked to find an assignment that deals with all previ-
ously seen counterexamples. Arbiter variables define the values of Skolem
functions for assignments where they were previously undefined, and may
lead to the detection of further Skolem functions by definition extraction.
A key feature of the proposed procedure is that it is certifying by design:
for true DQBF, models can be returned at minimal overhead. Towards
certification of false formulas, we prove that clauses can be derived in an
expansion-based proof system for DQBF.

In an experimental evaluation on standard benchmark sets, a prototype
implementation was able to match (and in some cases, surpass) the per-
formance of state-of-the-art-solvers. Moreover, models could be extracted
and validated for all true instances that were solved.

1 Introduction

Sustained progress in propositional satisfiability (SAT) solving [23] has resulted
in a growing number of applications in the area of electronic design automa-
tion [49], such as model checking [7], synthesis [43], and symbolic execution [5].
Efficient SAT solvers were essential for recent progress in constrained sampling
and counting [31], two problems with many applications in artificial intelligence.
In these cases, SAT solvers are used to deal with problems from complexity
classes beyond NP and propositional encodings that grow super-polynomially
in the size of the original instances. As a consequence, these problems are not
directly encoded in propositional logic but have to be reduced to a sequence of
SAT instances.

The success of SAT solving on the one hand, and the inability of proposi-
tional logic to succinctly encode problems of interest on the other hand, have
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prompted the development of decision procedures for more succinct generaliza-
tions of propositional logic such as Quantified Boolean Formulas (QBFs). Eval-
uating QBFs is PSPACE-complete [45] and thus believed to be much harder
than SAT, but in practice the benefits of a smaller encoding may outweigh the
disadvantage of slower decision procedures [13]. A QBF is true if it has a model,
which is a family of Boolean functions (often called Skolem functions) that sat-
isfy the matrix of the input formula for each assignment of universal variables.
The arguments of each Skolem function are implicitly determined by the nest-
ing of existential and universal quantifiers. Dependency QBF (DQBF) explicitly
state a dependency set for each existential variable, which is a subset of universal
variables allowed as arguments of the corresponding Skolem function [3,4]. As
such, they can succinctly encode the existence of Boolean functions subject to a
set of constraints [34], and problems like equivalence checking of partial circuit
designs [19] and bounded synthesis [13] can be naturally expressed in this way.

Several decision procedures for DQBF have been developed in recent years
(see Section 5). Conceptually, these solvers either reduce to SAT or QBF by in-
stantiating [16] or eliminating universal variables [20, 50, 18, 39], or lift Conflict-
Driven Clause Learning (CDCL) to non-linear quantifier prefixes by imposing
additional constraints [15,47].1 We believe these methods should be comple-
mented with algorithms that directly reason at the level of Skolem functions [35].
A strong argument in favor of such an approach is the fact that DQBF instances
often have a large fraction of unique Skolem functions that can be obtained by
definition extraction, but the current solving paradigms have no direct way of
exploiting this [40].

In this paper, we develop new decision procedures for DQBF designed around
computing Skolem functions by definition extraction. We first describe a simple
algorithm that proceeds in two phases. In the first phase, it introduces clauses to
make sure each existential variable is defined in terms of its dependency set and
auxiliary arbiter variables. In the second phase, it searches for an assignment
of the arbiter variables under which the definitions are a model. Runs of this
algorithm can degenerate into an exhaustive instantiation of dependency sets for
easy cases, so we propose an improved version in the Counter-Example Guided
Inductive Synthesis (CEGIS) paradigm [43,42, 28].

We implemented the CEGIS algorithm in a system named PEDANT. In an
experimental evaluation, PEDANT performs very well compared to a selection of
state-of-the-art solvers—notably, it achieves good performance without the aid
of the powerful preprocessor HQSPRE [51]. One of the benefits of its function-
centric design is that PEDANT internally computes a family of Skolem functions,
and can output models of true instances at a negligible overhead. Using a sim-
ple workflow, we are able to validate models for all true instances solved by
PEDANT. Towards validation of false instances, we prove that clauses introduced
by PEDANT can be derived in the VExp+Res proof system [27, 6].

! An approach that does not fit this simplified classification is the First-Order solver

IPROVER [29].
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The remainder of the paper is structured as follows. After covering basic con-
cepts in Section 2, we present the new decision algorithms for DQBF and prove
their correctness in Section 3. We describe the implementation and experimental
results in Section 4. We discuss related work in Section 5, before concluding with
an outlook on future work in Section 6.

2 Preliminaries

Propositional Logic A literal is either a variable or the negation of a variable. A
clause is the disjunction of literals. A term is a conjunction of literals. A formula
is in Congunctive Normal Form (CNF) if it is a conjunction of clauses. Whenever
convenient, we identify a CNF with a set of clauses and clauses, respectively
terms, with sets of literals. We denote the set of variables occurring in a formula
¢ by var(e). We denote the truth value true by TRUE and false by FALSE. An
assignment of a set V of variables is a function mapping V to {TRUE, FALSE}.
We denote the set of all assignments for V' by [V]. Moreover, we associate an
assignment o with the term {z | z € dom(o),o(z) = TRUE} U {—z | = €
dom(o),o(x) = FALSE}. Whenever convenient, we treat assignments as terms.
Let 0 € [V] and let W C V, then we denote the restriction of o to W by
0|y - For a formula ¢ and an assignment o we denote the evaluation of ¢ by o
with ¢[o]. A formula ¢ is satisfied by an assignment o if p[o] = TRUE and it
is falsified by o otherwise. A formula ¢ is satisfiable if there is an assignment o
that satisfies ¢ and it is unsatisfiable otherwise. Let ¢ and 1 be two formulae, ¢
entails v, denoted by ¢ E 9, if every assignment satisfying ¢ also satisfies 1. A
definition for a variable x by a set of variables X in a formula ¢ is a formula
with var(y) € X such that for every satisfying assignment o of ¢ the equality
o(x) = 9[o] holds [40].

Dependency Quantified Boolean formulas We only consider Dependency Quan-
tified Boolean formulas (DQBF) in Prenex Conjunctive Normal Form (PCNF).
A DQBF in PCNF is denoted by & = Q.p, where (a) the quantifier prefiz Q is
given by Q = Vuy ...Vuy,3e1(Dy)...3em (D). Here uq, ... u, and eq, ..., ep
shall be pairwise different variables. We denote the set {uy,...,u,} by Us and
the set {e1,...,em} by Eg. Additionally, Dy,..., D,, shall be subsets of Ug.
(b) the matriz ¢ shall be a CNF with var(¢) C Ugp U Eg. For 1 < i < m we call
the set D; the dependencies of e;. We refer to the variables in Ug as universal
variables and to the variables in Eg as existential variables. For an existential
variable e we denote its dependencies by Dg(e). If the underlying DQBF is clear
from the context we omit the subscript.

Let @ be a DQBF and F be a set of functions {fe,,..., f.,, } such that for
1<i<m, fe, :[D;] = {TRUE, FALSE}. For an assignment o to the universal
variables we denote the existential assignment {fe,(o|p ), .., fe,. (olp, )} by
F(o). F is a model (or a winning 3-strategy) for @ if for each assignment o to
the universal variables, the assignment o U F'(o) satisfies the matrix ¢. A DQBF
is true if it has a model and false otherwise.
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VEzp+Res The DQBF-YEzp+Res [6] calculus is a proof system for DQBF, which
is based on the VY Ezp+ Res calculus for QBF. It instantiates the matrix of a DQBF
with a universal assignment and uses propositional resolution on the instantiated
clauses. This proof system is sound and refutationally complete [6]. Since we are
interested in DQBF, we refer to DQBF-VExp+Res simply as VExp+Res. The
rules for the system are given in Fig. 1.

(axiom)
(0ol | ¢ € C,var(¢) € E}
Where C' is a clause in the matrix of the DQBF and o is an assignment to the
universal variables that falsifies each universal literal in C. Note that variables
with a different annotation denote different variables.

The second rule is the propositional resolution rule.

Ci U {IT} CyU {—\xT}
CiUCy

(resolution)

Where z is an existential variable, 7 an assignment for the universal variables in
D(e) and where C; and Cs are clauses.

Fig. 1: The rules of DQBF-VExp+Res

3 Solving DQBF by Definition Extraction

In this section, we describe two decision procedures for DQBF that leverage defi-
nition extraction. We start with an algorithm (Algorithm 1) that is fairly simple
but introduces some important concepts. Because this algorithm leads to the
equivalent of exhaustive expansion of universal variables on trivial examples, we
then introduce a more sophisticated algorithm based on CEGIS (Algorithm 2).
We also sketch correctness proofs for both algorithms.

Throughout this section, we consider a fixed DQBF & := Q. ¢ with quantifier
prefix Q :=Vuy...Vup3e1(D1)...3em (D).

3.1 A Two-Phase Algorithm

The algorithm proceeds in two phases. In the first phase (GENERATEDEFINI-
TIONS), it finds definitions ¢ pes for all existential variables. It maintains a set A
of auxiliary arbiter variables whose semantics are encoded in a set ¢4 of arbiter
clauses, both of which are empty initially. If a variable e; is defined in terms
of its dependency set, the definition is computed using a SAT solver (line 15)
capable of generating interpolants [40]. Otherwise, the SAT solver returns an
assignment £ of the dependency set D; and the arbiter variables A for which
the variable is not defined. In particular, e; is not defined under the restric-
tion o0 = &|p, to its dependency set. The algorithm then introduces an arbiter
variable ef that determines the value of the Skolem function for e; under o. In
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subsequent iterations, we include these arbiter variables in the set of variables
that can be used in a definition of e;. The newly introduced clauses ensure that
e; and e take the same value under the assignment o (line 13), so that e; is
defined by ey and D;. Since the number of assignments o of the dependency set
is bounded, we will eventually find a definition of e; in terms of its dependency
set D; and the arbiter variables A.

In the second phase (FINDARBITERASSIGNMENT), a SAT solver (line 21) is
used to find an assignment of the arbiter variables under which the definitions
obtained in the first phase are a model. Starting with an initial assignment 7,
we use a SAT solver to check whether the formula ¢ pes A —¢ consisting of the
definitions from the first phase and the negated matrix of the input DQBF is
unsatisfiable under 7 (line 23). If that is the case, Algorithm 1 returns TRUE.
Otherwise, the SAT solver returns an assignment o as a counterexample. Since
the existential variables are defined in ¢ A ¢4 by the universal and arbiter vari-
ables, the formula ¢ A ¢4 must be unsatisfiable under the assignment 7 A 0|y
consisting of the arbiter assignment and counterexample restricted to universal
variables. A core p of failed assumptions 7 A oy such that p = —(p A pa) is ex-
tracted using another SAT call. The assignment p|4 represents a concise reason
for the failure of the arbiter assignment 7, and its negation —p|4 is added as
a new clause to the SAT solver used to generate arbiter assignments, which is
subsequently invoked to find a new arbiter assignment.

This process continues until a model is found or the SAT solver cannot find
a new arbiter assignment, in which case the algorithm returns FALSE.

We now argue that Algorithm 1 is a decision procedure for DQBF. In the
following, A shall denote a set of arbiter variables and ¢4 shall denote the
associated set of arbiter clauses. We will first give two auxiliary properties of
definitions, which we will use in subsequent proofs.

Lemma 1. Let ¢ and & be two propositional formulas, let e € var(yp) and S C
var(p). Moreover, let Yper be a definition for e by S in p. Then pes is also a
definition for e by S in p NE.

Proof. Obviously any satisfying assignment o of ¢ A £ also satisfies . By the
premise of the lemma we know that for every satisfying assignment o of ¢ we
have o(e) = ¢ pef[o]. By combining the above two properties we get that o(e) =
Y per[o] holds for every satisfying assignment for ¢ A §. This proves the lemma.

O

Remark 1. The above Lemma implies that if we once find a definition in Algo-
rithm 1 then we do not destroy it by adding additional clauses.

Lemma 2. Let ¢ be a formula and let S C var(vy) such that each s € S has a
definition s by a set Dy C wvar(y) in 1p. Then ¢ and Y A\, cg(v <> 1s) are
equivalent.

Proof. First assume that i is satisfied by an assignment ¢. By the nature of
definition we have o(v) = v, [0] for each v € S. Thus, o satisfies 1) A A\ cg(v <
1s). The other direction of the equivalence is obvious. O
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Algorithm 1 Solving DQBF by Definition Extraction

1: procedure SOLVEBYDEFINITIONEXTRACTION(®)
2: (¢pa, A, ¥pes) < GENERATEDEFINITIONS(P)
3: return FINDARBITERASSIGNMENT (P, ¢4, A, ¥per)

4: procedure GENERATEDEFINITIONS(®)

5 > P =Vui...VupTde1(D1)...3em(Dm).

6: A0, Ypef < 0, pa+ 0

7 > A: arbiter variables, ¥ pes: definitions, ¢ 4: arbiter clauses
8

fori=1,...,m do

9: isDefined, £ < 1SDEFINED(e;, AU D;, 0 A pa)

10: while not isDefined do

11: o+ &|p. > e; is not defined under £ € [D; U A]
12: A AU{e}
13: wa < pa (el VoV=—e)A(—el VooV e;)
14: tsDefined, & < ISDEFINED(e;, AU Di, o A pa)
15: Vet +— GETDEFINITION (€5, AU Di, 0 A 9a)
16: Ypef <= Yper A (€i <> Vo)

17: return (pa, A, Ypef)

18: procedure FINDARBITERASSIGNMENT(®, pa, A, ¥ pef)

19: T4 Ngca @ > initial assignment to the arbiter variables
20: validitySolver <— SATSOLVER (Y per A —¢p)
21: arbiterSolver < SATSOLVER(()

22: loop

23: if waliditySolver . SOLVE(T) then

24: o < validitySolver GETMODEL()
25: p < GETCORE(p A pa, T Aa|;)
26: arbiterSolver ADDCLAUSE(—p| ,)
27: if arbiterSolver.SOLVE() then

28: T < arbiterSolver . GETMODEL()
29: else

30: return FALSE

31: else

32: return TRUE

A DQBF has a model if, and only if, there is a propositional formula for each
existential variable that defines its Skolem functions using only variables from
the dependency set. This can be slightly generalized by allowing the definition
to contain existential variables whose dependency sets are a subset.

Lemma 3. Let & be a DQBF and <g a linear ordering of its existential vari-
ables. Then @ is true if, and only if, for each e € E there is a formula 1. with
var(ve) € D(e)U{z € E | D(xz) C D(e),x <g e} such that = A \ cp(e < )
is unsatisfiable.
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Proof. First we assume that @ is true. This means that there is a model F' =
{f1,--- fm}. We can encode these functions by formulas .. Obviously we have
for each e € E that var(¢.) € D(e)—as the model function for e may only
depend on D(e). Now assume that —p A A cp(e < 1) is satisfiable, i.e., there
is an assignment o that satisfies the formula. But this implies that there is an
assignment to the universal variables such that the matrix is falsified under the
model. As this contradicts our initial assumption, we know that the formula is
unsatisfiable.

Next we assume the other side of the equivalence and show how we can
construct a model for @. For this purpose we distinguish between two cases.
First let e be an existential variable such that var(i.) C D(e) and let o be an
assignment to D(e). Then we define f.(0) := t¢[o]. Now let e be the smallest
variable (with respect to <g) in E such that var(y.) ¢ D(e). By using the
assumption it follows that for each variable z € var(v.) \ D(e) we have x <g e.
Because of the minimality of e, this means that for each z in var(y.) \ D(e) we
have already defined a function f,. Now we define for o € [D(e)] the assignment
plo) = {(=, fr(U|D(z))) | = € war(ye) \ D(e)}. Finally, we define f.(o) :=
e[p(o)]—the construction guarantees that var(y.[p(c)]) C D(e).

For the remaining variables we proceed inductively. We denote the resulting
set of functions by F. It remains to show that F is actually a model. We assume
the opposite, i.e., there is a universal assignment o such that ¢ is falsified by
o U F(0). It can be proven that o U F(o) satisfies A (e <> ¢.). As o U F(0)
falsifies the matrix ¢ we get a contradiction to our initial assumption.

O

Theorem 1. If Algorithm 1 returns TRUE for the DQBF & then @ is true.

Proof. Let &' := Q3A(0).p, and let <g be any ordering of existential variables
in @ in which the variables in A come before the remaining variables. If Al-
gorithm 1 returns TRUE, we know that there is an arbiter assignment 7 such
that —¢ A ¥pes A 7 is unsatisfiable. For each arbiter variable e¢?, we obtain a
definition ¥7 as 7 := 7(e”). We can now replace the arbiter assignment 7 with
these definitions and apply Lemma 3 to conclude that @’ is true. But if &’ is
true, then necessarily also @ is true. O
To show that the algorithm returns FALSE only if the input DQBF is false, one
can prove that clauses on arbiter variables introduced by FINDARBITERASSIGN-
MENT can be derived (as clauses on annotated literals) in VExp+Res.

Definition 1. Let 7 be a (partial) assignment to the arbiter variables and let p
be an assignment to the universal variables. We define the term 7F := {{° € T |

pFo}

Definition 2. Let o be an assignment to the universal variables. We denote the
formula that is the result of instantiating @ by o in the sense of the VExp+Res
calculus by ©P. This means:

¢ = {{a"Ipew@) |z € Cvar(z) € E} | C € o, € C : var(l) € U = o ¥ (}
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Remark 2. Subsequently, we say that an arbiter clause C' = 7V —oV =/ is active
with respect to an assignment p if p falsifies 7 and p satisfies o.

Lemma 4. Let 7 be a (partial) arbiter assignment and p a universal assignment.
Then @ Noa AT A p and o AN TP are equisatisfiable.

Proof. First we assume that ¢ A w4 AT A p is satisfied by an assignment A\. We
now construct a satisfying assignment for ¢” A 7°. We define an assignment p as
u(e”lD(e>) = A(e) for e € E. It follows by the definition of ¢”, respectively of u
that p satisfies ¢”. Now let 7 € 77 be arbitrary but fixed. We can conclude that
there is an arbiter clause —=¢? V —¢ V /£ that is active with respect to 7 U p. As
the clause is active, we know that A F ¢. This means that p F £7. As the literal
was arbitrary, u satisfies 77

Now assume that ¢ A w4 A T A p is unsatisfiable and show that ¢” A 77
is unsatisfiable. For this purpose we assume that ¢? A 7 is satisfied by an
assignment A and show that this implies that we can construct a satisfying
assignment p for ¢ A g AT A p. We define p as:

plz) zeU

Az%) xz € ENx® € var(of ATP)
7(x) =€ dom(T)

TRUE otherwise

p(w) =

This assignment is well-defined as for each e € E there is maximally one an-
notation. Obviously p satisfies ¢ - any clause containing a universal literal in
the same polarity as in p is trivially satisfied, the remaining clauses are sat-
isfied as A satisfies ¢”. We now show that p also satisfies 4. For this pur-
pose let £ V =g V —¢ be a clause in 4. If p satisfies £7 or —o the clause
is satisfied, so assume the opposite—i.e. u F —¢° and p F o. This means
that we have p F o. Now we have to differentiate between three cases: If
var(¢?) € dom(7) then we have 7 E £7, which implies 77 E £7. Thus, as \ sat-
isfies 77 we know that p F 0. If var(¢9) ¢ dom(7) and var(£7) € var(p? A TP)
then p(¢) = p(€?). If var(¢?) ¢ dom(7) and var(¢?) ¢ var(p” A 7°) we have
w(var(€)) = p(var(€?)) = TRUE. To sum up this means that u satisfies the ar-
biter clause. As the arbiter clause was arbitrary we thus know that p satisfies
@ Apa AT A p. But this is a contradiction. Thus, we have shown that ¢” A 77 is
unsatisfiable. O

Remark 3. Let 7 be a refutation of a formula . Additionally, let C7,Cy and C
be clauses in 7 such that C' is the result of resolving C; and Cs with respect to
a pivot x. We denote the clause C' by R.(C1, C2).

Lemma 5. Let ¢ be a formula and L = {€1,--- ,{,} be a set of literals with
pairwise different variables. If o N\ L is unsatisfiable and for each L C L the
formula p A L is satisfiable then the clause 1V ...\ =, can be derived from
@ by resolution.
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Proof. Let ¢ be the clause which is the result of removing all clauses from
¢ which are subsumed by a literal in L. Now we can conclude the following
properties:

— ¢ A L is unsatifiable.
— For each L C L the formula ¢ A L is satisfiable.
— Let ¢ € L then ¢ does not occur in ¢.

As resolution is refutationally complete we can conclude with the above prop-
erties that there is a refutation m = 7y,..., 7, for ¢ A L. Next we define the
relation —. For this purpose let a € m and b € 7 then we define a — b if
there is a clause ¢ € 7 and a variable = such that b = R, (a,c). We denote the
transitive closure of — by —*. Now we can see that for each ¢ € L we have
{ —* m,,—otherwise we would get a contradiction to the minimality of L.

Subsequently, we construct a derivation 7’ from 7. For 1 < i < m we define
7l as:

m=mU{~l|le L l—*m}

As the only possibility for a resolution with a pivot in L are resolutions with unit
clauses from L we can see that each clause in 7’ is either a clause in ¢ A L, the
result of resolving on previous elements of 7’ or the copy of a previous element
of m'—mnote to simplify the work with indices we use copies of clauses. Finally,
we can see that m/, = =l V...V =, O

Lemma 6. Let 7 be an arbiter assignment and p a universal assignment. If P A
TP is unsatisfiable then a subclause of =1 is derivable from @ in the Y FExp+Res
calculus.

Proof. As ¢P A 7 is unsatisfiable there is a term 7 C 7 such that ¢” A 77 is
unsatisfiable and such that for each term ¢ C 7 the formula ¢” A t* is satisfiable.
This means we can apply Lemma 5, which shows that =7 is derivable by resolu-
tion from ”. As ¢” is obtained by instantiating the matrix ¢ by the universal
assignment p, we can derive =7 in VExp+Res from . O

Before we now use the above results to show that for each clause that is
added to the arbiter solver we can derive a subclause, we will show that this
clause is well-defined,

Lemma 7. If ~p AN Ypes A T is satisfied by an assignment o then the formula
@ A@a AT Aoy is unsatisfiable.

Proof. If = Appes AT is satisfied by an assignment o, then ¢ Aper AT Ao is
unsatisfiable. As 7 uniquely determines the assignment for the arbiter variables
and 7, 0|, and 9 pes unquietly determine the assignment for the existential
variables also the formula ¢ A ¥per AT Aoy is unsatisfiable. This implies that
the formula ¢ A4 Atpper AT Aoy, is unsatisfiable. We can now apply Lemma 2
and conclude that ¢ A @4 AT Aol is unsatisfiable. O
The above lemma implies that the core extraction (line 25) is well-defined.
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Proposition 1. For each clause C' added to the arbiter solver by Algorithm 1
(line 26), a clause C' C C can be derived from @ in ¥V Exp+Res.

Proof. By applying the Lemmata 4 and 6 we can conclude that a subclause of
—7°lu is derivable from ®. As =77lv is a subclause of =7 we have proven the
lemma. ]

Theorem 2. If Algorithm 1 returns FALSE for the DQBF & then @ is false.

Proof. If the algorithm returns FALSE then the set C of clauses in the arbiter
solver is unsatisfiable. By Proposition 1 for each C' € C we can derive a clause
C’ C C subsuming C in VExp+Res, so there is a VExp-+Res refutation of &. As
VExp+Res is sound [6], this shows that @ is false. O
Finally, Algorithm 1 terminates since at most one arbiter variable is introduced
for each existential variable and assignment of its dependency set in the first
phase, and there is a limited number of clauses on arbiter variables that can be
introduced in the second phase. In combination with Theorem 1 and Theorem 2,
we obtain the following result.

Corollary 1. Algorithm 1 is a decision procedure for DQBF.

3.2 Combining Definition Extraction with CEGIS

Discounting SAT calls, the running time of Algorithm 1 is essentially determined
by the number of assignments of a dependency set for which the corresponding
existential variable is not defined: it introduces an arbiter variable for each such
assignment in the first phase, and the number of iterations in the second phase
is bounded by the number of arbiter assignments. As a result, even a single
existential variable that is unconstrained and has a large dependency set causes
the algorithm to get stuck enumerating universal assignments.

A key insight underlying the success of counter-example guided solvers for
QBF [26,25,46] is that it is typically overkill to perform complete expansion
of universal variables. Instead, they incrementally refine Skolem functions by
taking into account universal assignments that pose a problem for the current
solution candidate.?

Following this idea, we now present an improved algorithm (Algorithm 2)
in the style of Counter-Example Guided Inductive Synthesis (CEGIS) [28]. It
integrates the two phases of Algorithm 1 into a single loop. In each iteration,
it first tries to find definitions for existential variables in terms of their depen-
dency sets and the arbiter variables (FINDDEFINITIONS). The algorithm then
proceeds to a validity check of the definitions under the current arbiter assign-
ment (CHECKARBITERASSIGNMENT). A key difference to Algorithm 1 is that
we may not have a definition for each variable at this point. In this case, we
can simply leave the existential variable unconstrained in the SAT call except

2 In these QBF solvers, Skolem functions are typically only indirectly represented by

trees of formulas (abstractions) that encode viable assignments.
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for arbiter clauses w4 (and forcing clauses pr, which we discuss later). In the
implementation, we limit the SAT solver’s freedom to generate counterexamples
by substituting a default value or a heuristically obtained “guess” for the Skolem
function. Here, any function on variables from the dependency set can be used
without affecting correctness, one only has to make sure that counterexamples
are not repeated to guarantee termination.

If a counterexample o is found, procedure CHECKARBITERASSIGNMENT re-
turns it to the main loop. Otherwise, (line 25), we have to check whether the
SAT call in line 20 returned UNSAT because a model has been found, or whether
there is an inconsistency in the formula ¢ 4 A pr comprised of arbiter and forcing
clauses under the current arbiter assignment 7. The procedure CHECKCONSIS-
TENCY either finds that the model is consistent, in which case Algorithm 2
returns TRUE, or else computes an assignment o of the universal variables as a
counterexample. If CHECKARBITERASSIGNMENT returns FALSE, the main loop
resumes in line 14 with a call to ANALYZECONFLICT.

To see what this procedure does, let us first consider the simple case in which
the counterexample o only contains an assignment of universal variables that
was returned by the consistency check. Then, the existential assignment p3 = ()
is empty, the for-loop is skipped and no new arbiter variables are introduced
(line 55), and the procedure only tries to further simplify the failed arbiter
assignment p4 in line 58, before adding its negation to the arbiter solver.

Now assume p3 is nonempty but the case distinction in the body of the for-
loop between lines 43 and 54 always leads to line 51. Then notforced = p3 and
the procedure NEWARBITERS creates new arbiter variables A’ and clauses ¢/,
for each existential variable e € dom(ps) and the universal counterexample oy
(restricted to the dependency set D(e) in each case). Since these arbiter variables
determine the assignment of the existential variables in dom(p3) under oy, we
can replace p3 with the assignment py = {e¢ € A’|e € p3}U{—e € A’| e € p3}
(line 57) and conclude that ¢ A 4 A pp is unsatisfiable under the assignment
pa U p'y Uoy, which only assigns arbiter variables and universal variables. A
clause forbidding the arbiter assignment p4 U p/, can now be added as before.

Finally, let us turn to the general case, which includes entailment checks for
each existential literal { € p3 in the minimized counterexample. These checks
are added to reduce the number of new arbiter variables created. If the literal £
is entailed by the assignment oy A 7, we add further literals from 7 to the failed
arbiter assignment p4 (if necessary) to ensure that £ is entailed by oy A pa. No
arbiter variable has to be introduced for var(¢) in this case. Otherwise, if —/¢ is
entailed by oy A 7, then the counterexample is spurious since e = var(¢) must
be assigned the opposite way under oy A 7 by any Skolem function. To enforce
this in the next iteration, the algorithm adds a forcing clause C encoding the
implication oy A7 — —¢ (which can be further strengthened by restricting oy to
the dependency set of €) to ¢p. It also sets a flag oppositeForced, which causes
ANALYZECONFLICT to exit with TRUE instead of adding new arbiter variables.

If ANALYZECONFLICT returns TRUE, Algorithm 2 proceeds to the next iter-
ation of its main loop with the same arbiter assignment 7 but additional forcing
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clauses. Otherwise, ANALYZECONFLICT returns FALSE after adding a clause to
the SAT solver arbiterSolver, and FINDNEWARBITERASSIGNMENT is called to
determine a new arbiter assignment 7 that satisfies all previously added clauses.
Algorithm 2 terminates either when it discovers a model or when it cannot find
a new arbiter assignment.

Algorithm 2 Solving DQBF by Definition Extraction (CEGIS Version)

1: procedure SOLVEBYDEFINITIONEXTRACTIONCEGIS(®)

2: > P =Vui... Yupde1(D1)...3em(Dm).

3 > A: arbiter variables, ¥ pes: definitions, ¢ 4: arbiter clauses

4: A0, Ypey < 0, pa 0

5 pr 0 > forcing clauses
6: T+ 0 > arbiter assignment
7 arbiterSolver < SATSOLVER(()

8: loop

9: 1 pes < FINDDEFINITIONS({e € E | e undefined}, o A pa A pF)
10: modelValid, o < CHECKARBITERASSIGNMENT(T)
11: if modelValid then
12: return TRUE
13: > o is a counterexample
14: if ANALYZECONFLICT (o) then
15: > forcing clauses have been added to ¢
16: continue
17: if not FINDNEWARBITERASSIGNMENT() then
18: return FALSE

19: procedure CHECKARBITERASSIGNMENT(T)

20: checker <— SATSOLVER(—¢ A pef A pr A @A)

21: if checker.SOLVE(T) then

22: o < checker . VALUES(E U U)

23: return FALSE, o

24: else

25: 1sConsistent, o < CHECKCONSISTENCY (¢4 A @F,T)
26: if isConsistent then

27: return TRUE, ()

28: else

29: > o € [U] is such that o4 A ¢r A T A o is unsatisfiable
30: return FALSE, o

31: procedure FINDNEWARBITERASSIGNMENT/()
32: if arbiterSolver.SOLVE() then

33: 7 < arbiterSolver GETMODEL() | 4

34: return TRUE

35: return FALSE
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36: procedure ANALYZECONFLICT(o)

37: Oy 0|U > oy assigns all universal variables
38: p + GETCORE(p A pa A pp,0 AT)

39: pa<plg, paply

40: notForced + > collect literals ¢ € p3 that are not implied
41: oppositeForced < FALSE

42: Y~ pNpaApr

43: for ¢ € p3 do

44: if Y Aoy AT = then

45: p < GETCORE(¢), oy A T A =)

46: pA < paUpl, > add reason for ¢ to failed arbiter assignment pa
47: else if ) Aoy A 7 = —£ then

48: ¢F < @r A GETFORCINGCLAUSE(¢), ov A T, —f)
49: oppositeForced < TRUE

50: else

51: notForced < notForced U {{}

52: if oppositeForced then

53: return TRUE

54: > no literal was forced to the opposite polarity

55: @4, A" + NEWARBITERS(notForced, o)

56: A pa NPy

57: pa < pa A SETASSIGNMENT(A', p3)

58: pa < GETCORE(Y, pa A ov)| 4

59: arbiterSolver ADDCLAUSE(—p4)

60: return FALSE

We now prove that Algorithm 2 is a decision procedure for DQBF. As some
of the required proofs are similar to related proofs in the previous section we
will not give all the details.

As in Section 3.1, A denotes a set of arbiter variables and ¢4 denotes the
associated set of arbiter clauses. Additionally, i) denotes some formula with
variables in U U EU A.

Several proofs given in this section build on related proofs given in Section 3.1.
As several properties can be proven similarly as related properties in Section 3.1
we will sometimes give no proof, respectively only a sketch of a proof.

Definition 3 (Forcing Clause). Let ¢ be an existential literal, ¥ a formula
with var(¢Y) CUUEUA and let o be a (partial) assignment for UU A. We say
that ¢ is forced by o in v if Y AN o A =L is unsatisfiable. If £ is forced by o then
0| pvar(eyyua V1 is a forcing clause.

In particular, if a literal ¢ is forced by an assignment ¢ in a formula ¢ then
@ Ao FE £ holds.

Remark 4. We can see that if a literal is forced then it keeps being forced after
the addition of a clause.

Lemma 8. Let =pV { be a forcing clause for ¢ in 1. Then there is no model F
for Q3A(0).4) such that:
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— For every arbiter literal a € p the model function Fyq.q) satisfies a.
— For some assignment o € [D(var({))] with o & p|,; the assignment Fqp(¢)(0)
satisfies —.

Proof. As —pV £ is a forcing clause we know that there is a partial assignment p
for UU A such that p = p|D(var(Z))uA and 1 A pA—f is unsatisfiable. Now let F' be
a model with the above properties and ¢ as in the second property. Furthermore,
let o' € [U] such that o C ¢’ and such that for each z € dom(p)N(U\D(var(f)))
we have o/ (x) = p(z). As o' UF (0') satisfies pA—¢ we can conclude that o/ UF (o)
falsifies 9. This means that F' is not a model. O

Lemma 9. Let ¥ be a DQBF with ¥ := Q3A(0).4) and let —p V £ be a forcing
clause in . Moreover, let W' := Q3Aap A (—pV L). Then F is a model for ¥ if
and only if F is a model for ¥'.

Proof. If F is a model for ¥’ then it is necessarily also a model for ¥. Thus, it
suffices to only consider the other direction of the proof. Now assume that F is
a model for ¥ but not for ¥’ and show a contradiction. As F' is not a model for
¥’ there must be an assignment o for the universal variables such that o U F(o)
falsifies =p VvV £. Now we can see that F' satisfies the properties given in Lemma 8.
This means that F' is not a model for ¥. This proofs the lemma. O
An immediate consequence of the above lemma is the following corollary.

Corollary 2. Let C = —pV { be a forcing clause in 1p. Then QIAp AC is true
if and only if QA is true.

The above results imply that forcing clauses can be added to the matrix of a
DQBF without changing its models. In particular, the resulting DQBF has the
same truth value.

Lemma 10. Let &' be the DQBF &' := Q3A(D).0o A pa. Then, & is true if and
only if &' is true.

Proof. We assume that @ is true. This means that there is a model function f,
in @ for each existential variable e. We now construct model functions f/ for ¢’
by:
) e forxe B
fe = fo(o) for oz =e°

Obviously the model given above satisfies ¢ for all assignments to the universal
variables. Now assume that there is a universal assignment p such that a clause
07V =0V -l in 4 is falsified under the above model. Let e = var(¢) then it
suffices to consider the case p|D(e) = 0. Moreover, we can assume that f. satisfies
¢ under c—otherwise the clause would be satisfied. The above assumptions imply
that feo F 9. But this yields a contradiction to the initial assumption. As the
above clauses were arbitrary we can conclude that ¢ A ¢4 is satisfied by the
model under each universal assignment.

Now assume that @’ is true. We can see that by restricting a model of @' to
the variables in ' we get a model for @. This proves the equivalence. O

By combining the above results we can derive the following corollary.
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Corollary 3. Let Cy,...,Cy be clauses such that for each index i, the clause
Cj is a forcing clause in o Noa NN\, <;; Cj. Then the DQBF QIA(D).oNpa A
/\19519 C; is true if and only if ® is true.

Subsequently, we will give a mild generalization of Lemma 3. As this Lemma
can be proven similarly as Lemma 3 we do not give a proof.

Lemma 11. Assume there is a linear ordering for E, denoted by <g. If there
is a set E' C E such that there is a formula ¢ with var(y.) C D(e) U{z € E |
D(z) € D(e),x <g e} such that = AN N\ cp(e <> v.) is unsatisfiable then the
DQBF & is true.

Theorem 3. If Algorithm 2 returns TRUE for a DQBF @ then @ is true.

Proof. We assume that the algorithm returns TRUE and show that the DQBF &
is true. We know that we have a set A of arbiter variables, a set ¢4 of arbiter
clauses, a set g of forcing clauses and a set £’ C E such that each e € E’ has
a definition ¢ in ¢ A a A pp by D(e) U A. Let ¢¥pep == A cpi(e ¢ 9e) and
& = QIA(D).o A pa A pp. By Corollary 3, we know that @ is true if and only
if @' is true. As the algorithm returns TRUE, we know that =@ A @ A@p Apes
is unsatisfiable. By Lemma 11 and the above property we know that @’ is true.
Thus, @ is true as well. O

Lemma 12. Let pF be a set of forcing clauses, o be an assignment for universal
variables and 7 € [A]. If o Apa A pr AT Ao is unsatisfiable then we can derive
a subclause of =77 from @ in VExp+Res.

Proof. If o A psa AT Ao is unsatisfiable then the result follows by Lemma 4 and
Lemma 6. We can now assume that ¢ A o4 AT Ao is satisfied by an assignment
p. Now there has to be a forcing clause (—p V £) that is falsified by p such that
the set of forcing clauses ¢ that were introduced before (—pV £), is satisfied by
o—note (—p V {) is a forcing clause for ¢ A pa A Pp. As p falsifies —p it satisfies
p, as p additionally satisfies 7 we can conclude that the arbiter literals in p are
contained in 7 Subsequently, v;,...,v; shall denote the universal literals in p
and £7',..., 47" the arbiter literals in p. Moreover, ¢’ shall denote the DQBF
& = QIA(D).o A pa A pr. Because, of the above property @' cannot have a
model F with F' = A £ and F'(p|;,) F £. On the other hand because of Lemma 8
there can also be no model with F' = A £7" and F(p|;) E —¢. This means that if
¢’ has a model than it has to falsify A ¢7°. We know that adding forcing clause
to a matrix does not change models. Thus, if & := QIA(}).0 A ¢4 has a model
F' than it has to falsify A £7°. This means that there is some minimal subset S of
{e9r, ..., €'} such that QFA(D).p Apa AAS is false. Now let 35 be the subset
of ¢4 with arbiters in S. We show that & := Q3A(D).0 A 5 A A S is false. We
assume the opposite. In this case there is a model for the formula. But such a
model can easily be extended to a model for @, which yields a contradiction.
Next we argue that & := Q.p A A{—c V£ | 7 € S} is false. Again, assume
the opposite, i.e. there is a model F. We now show that that this model can be
extended to a model F’ for ®. Now let (7 € S, we set Fyares) = Fyar(e) (o). We
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can see that F' is a model for @, but this is a contradiction. Moreover, by using
similar arguments as above we can show that for any subset S’ of S the formula
Qo AN{—o VL]t e S} is true.

Now let C' denote the set of clause that represent the full expansion of ¢—in
the sense of VExp+Res. As & is false, there is a VExp-+Res proof. This means
there is a refutation by resolution for C. We can now on the one hand see that
S C C and on the other hand, because of the minimality of S that removing
any element from S from C would make C' satisfiable. By Lemma 6 we can now
conclude that we can derive S := {—z | z € S} by resolution from C. From this
we can conclude that S is derivable from @ in VExp+Res. As S is a subset of
—7 this proves the lemma. a

As in the case of Algorithm 1, the correctness of FALSE answers for Algo-
rithm 2 follows from a correspondence with VExp+Res derivations. Before we
prove that each clause that is added to the arbiter solver correponds to a clause
that can be derived by VExp+Res we show that the clauses that are added to
the arbiter solver are well-defined.

Lemma 13. The core extraction in line 38 is well defined.

Proof. We have to show that ¥ A pa A oy is indeed unsatisfiable. There are two
cases to consider. First assume that ¢4 A ¢p was inconsistent under 7 and oy.
The inconsistency means that ¢4 A @ AT Aoy is unsatisfiable. This means that
the core extraction is well-defined. In the second case the formula —¢p A 1per A
wrApa AT was satisfied by oU7. This means that o AYper A@rApa Ay AaAp| 4
is unsatisfiable—where ¢/, denotes the arbiter clauses that were introduces in
this step. By Lemma 2 the formula ¢ A op A pa A’y Ao Apl|, is unsatisfiable.
Moreover, we can argue that ¢ Atpes App Apa Ay Aol is unsatisfiable—the
existential assignments in ¢ are either forced or ruled out by the new arbiter
clauses. Finally, by similar arguments as in previous proofs, also removing ¥ pes
does preserve unsatisfiability. This shows that also in this case the core extraction
is well-defined. O

Proposition 2. For each clause C' added to the arbiter solver by Algorithm 2
(line 59), a clause C' C C can be derived from @ in ¥V Exp+Res.

Proof. Let =pa be a clause that is added to the arbiter solver. Then we know
that @ A wa A pp A pa Ao for some universal assignment o is unsatisfiable. By
applying Lemma 12 we can conclude that we can derive a subset of —p 4. a

Theorem 4. If Algorithm 2 returns FALSE for a DQBF & then @ is false.

Proof. If the algorithm returns FALSE then the clauses in the arbiterSolver are
unsatisfiable. Subsequently, we denote those clauses by C. By Proposition 2, we
know that we can derive for each clause C' € C a subclause. This means that those
derivable clauses are unsatisfiable. As propositional resolution is refutationally
complete we can derive the empty clause from those derivable clauses. This
means that there is a VExp+Res proof for @. As VExp+Res is sound, this means
that @ is false. O
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Each iteration of Algorithm 2 introduces new forcing clauses or forbids an-
other arbiter assignment. Because there is a bound on the number of arbiter
variables that can be introduced, the number of such clauses can be bounded
as well, and the algorithm eventually terminates. Together with Theorem 3 and
Theorem 4, this gives rise to the following corollary.

Corollary 4. Algorithm 2 is a decision procedure for DQBF.

4 Experiments

We implemented Algorithm 2 as described in the previous section in a pro-
totype named PEDANT.? For definition extraction, it uses a subroutine from
UNIQUE [40] that in turn relies on an interpolating version of MINISAT [12] bun-
dled with the EXTAvVY model checker [22,48]. Further, CADICAL is used as a
SAT solver [8] (we also tested with CRYPTOMINISAT [44] and GLUCOSE [2] but
saw no significant differences in overall performance). PEDANT can read DQBF
in the standard DQDIMACS format and output models in the DIMACS format.

The implementation incorporates a few techniques not explicitly mentioned
in the above pseudocode. We identify unate existential literals (a generalization
of pure literals) [1], which can be used in any model of a DQBF. Moreover, we
set a (configurable) default value for existential variables that applies when there
is no forcing clause propagating a different value. This is to limit the freedom of
the SAT solver used in the validity check in coming up with counterexamples.
Moreover, when checking for definability of an existential variable, we use ez-
tended dependencies that include existential variables with dependency sets that
are contained in the dependencies of the variable that is checked.

For all experiments described below we use a cluster with Intel Xeon E5649
processors at 2.53 GHz running 64-bit Linux.

4.1 Performance on Standard Benchmark Sets

We compare PEDANT with other DQBF solvers on standard benchmark sets in
terms of instances solved within the timeout and their PAR2 score.* Specifically,
we choose the solvers DCAQE [47], IDQ [16], HQS [20], and the recently in-
troduced DQBDD [39]. Both HQS and DQBDD internally use HQSPRE [51]
as a preprocessor. For DCAQE and 1DQ, we call HQSPRE with a time limit of
300 seconds (the time for preprocessing is included in the total running time).
By default, PEDANT is run without preprocessing.

The results are based on a single run with a time and memory limit of 1800
seconds and 8 GB, respectively, which are enforced using RUNSOLVER [36].°

3 Available at https://github.com/perebor/pedant-solver.

* The Penalized Average Runtime (PAR) is the average runtime, with the time for
each unsolved instance calculated as a constant multiple of the timeout.

® Due to the heavy-tailed runtime distribution of DQBF solvers, run-to-run variance
rarely affects the number of solved instances. However, PAR2 scores should be taken
with a grain of salt and only used to compare orders of magnitude.



Technical Report AC-TR-21-010

18 F. Reichl et al.

We report results for two benchmark sets. The first—which we refer to as the
“Compound” set—has been used in recent papers on HQS [18]. It is comprised
of instances encoding partial equivalence checking (PEC) [37, 16, 19, 14] and con-
troller synthesis [10], as well as succinct DQBF representations of propositional
satisfiability [4]. Results are summarized in Table 1. PEDANT solved the most
instances overall and for 4 out of 5 families (the “Balabanov” family being the ex-
ception), with DQBDD coming in a close second. The performance of PEDANT
on the PEC instances in the “Finkbeiner” family is particularly encouraging.

Table 1: Results for the “Compound” benchmark set.
DCAQE DQBDD HQS 1DQ PEDANT
Family (Total) Sol/PAR2 Sol/PAR2  Sol/PAR2 Sol/PAR2  Sol/PAR2

Balabanov(34) 21/1.5-10%  13/2.3-10°  19/1.8-10°  21/1.5-10°  13/2.3-10°
Biere(1200) 1200/1.6-107* 1197/9.0-10° 1200/6.4-1072 1184/6.6-10* 1200/1.0-10*

Bloem(461) 85/2.9-10°  82/3.0-10°  82/3.0-10°  50/3.2-10° 98/2.9-10°
Finkbeiner(2000)  32/3.5-10° 1999/1.1-10" 1799/3.9-10? 6/3.6-10% 2000/1.7-10°
Scholl(1116) 568/1.8-10°  793/1.1-10° 676/1.4-10°  345/2.5-10° 854/8.7-102
All(4811) 1906/2.2-10°  4084/5.5-10% 3776/7.9-10°> 1606/2.4-10° 4165/4.9-107

Next, we consider the instances from the DQBF track of QBFEVAL’20 [33].
Results are shown in Table 2. Here, PEDANT falls behind the other solvers,
with the exception of IDQ. In particular, significantly fewer instances from the
“Kullmann” and “Tentrup” families are solved.

For the autarky finding benchmarks in the “Kullmann” family [30], we no-
ticed that most dependencies can be removed by preprocessing with the reflexive
resolution-path dependency scheme [41,52]. The resulting instances are much
easier to solve for PEDANT, and models can still be validated against the orig-
inal DQBFs. In general, we found that preprocessing with HQSPRE can have
both positive and negative effects on PEDANT. The rightmost columns of Table 2
show results when preprocessing is enabled.® Overall, performance is clearly im-
proved, but fewer instances from the “Bloem” and “Scholl” families are solved.
In prior work, it was observed that preprocessing can destroy definitions [40],
and this appears to be the case here as well.

For the instances from the “Tentrup” family, we discovered that the per-
formance of PEDANT is sensitive to which counterexamples are generated by
CADICAL. With the right sequence of counterexamples, false instances can be
refuted quickly, while otherwise the solver is busy introducing arbiter variables
for minor variations of previously encountered cases. Curiously, this also ap-
pears to be the case for true instances. We believe that the algorithm can be
made more robust against such “adversarial” sequences of counterexamples by
achieving better generalization (see Section 6).

5 With options —-resolution 1 --univ_exp O —-substitute O.
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Table 2: Results for the QBFEVAL’20 DQBF benchmark set.
DCAQE DQBDD HQS 1DQ PEDANT PEDANTHQ
Family(Total) Sol/PAR2 Sol/PAR2 Sol/PAR2 Sol/PAR2 Sol/PAR2 Sol/PAR2

Balabanov(34) 21/1.5-10° 13/2.3-10®° 19/1.8-10° 21/1.5-10° 14/2.3-10° 13/2.4-10%
Bloem(90) 31/2.4-10° 32/2.3-10° 33/2.3-10° 14/3.1-10° 37/2.2-10° 25/2.7-10°
Kullmann(50) 35/1.1-10° 50/1.5-10" 41/6.9-10*> 50/3.4-10° 34/1.3-10° 40/7.3-10°
Scholl(90) 52/1.5-10° 78/4.9-10*> 77/5.3-10* 15/3.0-10° 82/3.3-10* 65/1.2-10°
Tentrup(90)  77/5.5-10° 84/2.8-10> 78/5.1-10% 17/2.9-10° 15/3.0-10° 84/2.9-10°

All(354) 216/1.4-10% 257/1.0-10° 248/1.1-10% 117/2.4-10° 182/1.8-10° 227/1.4-10>

4.2 Distribution of Defined Existential Variables

The main design goal for PEDANT was to create a solver that benefits from unique
Skolem functions given by propositional definitions. We thus expect PEDANT
to do well on instances where a large proportion of existential variables is de-
fined. Figure 2 shows the distribution of defined existential variables (i.e., unique
Skolem functions) as computed by UNIQUE [40]. These definitions are also found

Compound QBFEval'20
100% - Family
Balabanov
0/ =

75% . Biere

. Bloem

50% - . .
. Finkbeiner
. Kullmann

25% -

u J Scholl
0% - I I l - I I Tentrup

Ll 1 1 1 1 Ll 1 1 1 Ll
0% 25% 50% 75%  100% 0% 25% 50% 75%  100%

Fig. 2: Distribution of defined variables by benchmark set and family. For a given
percentage xg on the x-axis, the y-axis shows the fraction of instances from each
benchmark family for which xy percent of existential variables are defined. For
example, the instances in the “Balabanov” family have no defined variables,
while the fraction of defined variables for instances in the “Finkbeiner” family
ranges from 75% to 100%.

by PEDANT without the introduction of arbiter variables. Comparing Table 1
and Table 2 with Figure 2, we see that PEDANT performed better for instance
families with a larger fraction of defined variables. This makes sense: the fewer
variables are undefined, the fewer arbiter variables need to be introduced.
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4.3 Solution Validation

When running PEDANT without preprocessing (the default), we had it trace
and output models in DIMACS format. We implemented a simple workflow for
validating these models in Python 3 using the PYSAT library [24]. First, a
simple syntactic check is performed to make sure the encoding of each Skolem
function only mentions variables in the dependency set of the corresponding
variable. Then, a SAT solver is used to verify that substituting the model v for
existential variables in the matrix ¢ of the input DQBF is valid, by testing for
each clause C' € ¢ whether ) A—C' is unsatisfiable (cf. Lemma 3). In this manner,
we are able to validate models for all 648 true DQBF's in the two benchmark sets
that were solved by PEDANT without preprocessing. The maximum validation
time was 237 seconds, with a mean of 4.3 seconds and a median of 0.5 seconds.
The current validation process is intended as a proof of concept. Since models
constructed by PEDANT are circuits, we plan to support the AIGER format [9]
in the near future, and provide a workflow along the lines of QBFCERT [32].

5 Related Work

The DQDPLL algorithm lifts the CDCL algorithm to DQBF [15]. While CDCL
solvers are free to assign variables in any order, in DQBF a variable may be as-
signed only after the variables in its dependency set have been assigned. More-
over, its assignment must not differ between branches in the search tree that
agree on the assignment of the dependency set. In DQDPLL, this is enforced by
temporary Skolem clauses that fix the truth value of a variable for a given as-
signment of its dependencies. The solver DCAQE lifts clausal abstraction from
QBF to DQBF [47]. QBF solvers based on abstraction maintain a propositional
formula for each quantifier level that characterizes eligible moves in the evalua-
tion game. These abstractions are refined by forbidding moves that are known to
result in a loss. Abstractions are linked to each other through auxiliary variables
that indicate which clauses are satisfied at different levels. DCAQE organizes
variables in a dependency lattice that determines the order in which their ab-
stractions may be solved. This can lead to variables being assigned after variables
that do not appear in their dependency sets, and additional consistency checks
have to be applied to ensure that Skolem functions do not exploit such spurious
dependencies. DCAQE uses fork resolution as its underlying proof system [34].

Expansion of universal variables can be successively applied to transform a
DQBF into a propositional formula that can be passed to a SAT solver [11].
In practice, the space requirements of fully expanding a DQBF are prohibitive.
This can be addressed by only expanding some universal variables, as well as con-
sidering only a subset of the clauses generated by expansion. Even though such
approaches degenerate into full expansion in the worst case, they can be quite ef-
fective. The solver IDQ [16] successively expands a DQBF in a counterexample-
guided abstraction refinement (CEGAR) loop. Initially, universal variables in
each clause are expanded separately. Satisfiability of the resulting propositional
formula is checked by a SAT solver. If it is unsatisfiable, so is the original DQBF.
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Otherwise, 1IDQ checks whether any pair of literals with consistent annotations
are assigned different truth values in the satisfying assignment. If there are no
such literals, a model of the DQBF has been found. Otherwise, clauses containing
the corresponding clashing literals are further expanded. The system is inspired
by the Inst-Gen calculus, the proof system underpinning the First-Order solver
IPROVER [29]. Originally designed for the effectively propositional fragment of
first-order logic (EPR), IPROVER also accepts DQBF as input.

The solver HQS seeks to keep the memory requirements of expansion in
check by operating on And-Inverter Graph (AIG) representations of input for-
mulas [20]. It uses expansion alongside several other techniques to transform
a DQBF into an equivalent QBF and leverage advances in QBF solving [50,
18]. HQS is paired with a powerful preprocessor named HQSPRE that provides
an arsenal of additional simplification techniques [51], including an incomplete
but efficient method for refuting DQBF by reduction to a QBF encoding [14].
HQSPRE is also used in the recently developed solver DQBDD [39], which is
similar to HQS but relies on Binary Decision Diagrams (BDDs) instead of AIGs
to represent formulas and perform quantifier elimination.

Evaluating DQBF is NEXPTIME complete [3] in general, but some tractable
subclasses have been identified in recent work [38,17].

6 Conclusion

We presented a decision algorithm for DQBF that relies on definition extraction
to compute Skolem functions inside a CEGIS loop, and evaluated it in terms of
the prototype implementation PEDANT. While the initial results are very promis-
ing, we see significant room for improvement and various directions to pursue in
future research. Generally, the approach works well when Skolem functions can
be computed by definition extraction for a large fraction of existential variables
without introducing too many arbiter variables. During testing, we encountered
multiple instances for which conflict analysis was occupied dealing with minor
variations of a small number of counterexamples. We believe that this is partly
due to arbiter variables being introduced for complete assignments of dependency
sets. Even if the assignment of some universal variables in the dependency set
is irrelevant for a given counterexample, the newly introduced arbiter variables
only deal with the counterexample as represented by the complete assignment,
and each counterexample obtained by varying the assignment of irrelevant uni-
versal variables requires a new set of arbiter variables. To avoid this, we plan to
experiment with a variant of the algorithm that introduces arbiter variables for
partial assignments [29, 16].

A different approach to generalizing from counterexamples—one that does
not require changes in the underlying proof system—is the use of machine learn-
ing. By predicting the pattern common to a sequence of counterexamples, it
is possible to deal with it wholesale and avoid an exhaustive enumeration [25].
Moreover, recent work on Boolean Synthesis demonstrates the viability of learn-
ing Skolem functions by sampling satisfying assignments [21].
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Finally, we plan to explore further applications of interpolation-based defini-

tion extraction within our algorithm. Currently, its use is limited to existential
variables that are defined by their dependency sets in the input DQBF, or are
undefined only in a small number of cases. In addition to that, one could search
for “partial” definitions under assignments of the dependency set characterized
by formulas, or introduce definitions that are valid under assumptions [35].
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