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Abstract. We consider the fractional prize-collecting Steiner tree problem on trees.
This problem asks for a subtree T containing the root of a given tree G = (V, E) max-
imizing the ratio of the vertex profits 3 ;) p(v) and the edge costs 3= c 5y c(e)
plus a fixed cost ¢p and arises in energy supply management. We experimentally com-
pare three algorithms based on parametric search: the binary search method, New-
ton’s method, and a new algorithm based on Megiddo’s parametric search method.
We show improved bounds on the running time for the latter two algorithms. The
best theoretical worst case running time, namely O(|V|log|V|), is achieved by our
new algorithm. A surprising result of our experiments is the fact that the simple
Newton method is the clear winner of the tested algorithms.

1 Introduction

The recent complete deregulation of the Austrian natural gas market leads to new compet-
itive situations for the energy companies. This and the increasing use of biomass for heat
generation has lead to a rapid expansion of district heating networks. The planning of these
heating networks is one of the major challenges in this area [10]. Here, the input is a set
of potential customers with known or estimated heat demands, and a potential network for
laying the pipelines (which is usually identical to the street network of the district or vil-
lage). The costs of the network are dominated by labor and right-of-way charges for laying
the pipes and the costs for building the heating plant. The problem for a profit oriented
company is to choose a subset of the potential customers and a sub-network of the potential
network in order to maximize the profit generated by running the network.

We can formulate this problem as an optimization problem on a graph G = (V, E)
where the vertices are associated with profits and the edges with costs. The graph in this
application corresponds to the local street map, with the edges representing street segments
and vertices representing street intersections and the location of potential customers. The
profit associated with a vertex is an estimate of the potential gain of revenue if that customer
is connected and therefore receives the service. Vertices corresponding to street intersections
have profit zero. The costs associated with an edge are the costs of establishing the connection
— laying the pipe on the corresponding street segment. There is a special vertex with profit
zero that represents the heating plant and has to be contained in every feasible solution.

* Partly supported by the DFG research center “Mathematics for key technologies” (FZT 86) in
Berlin and by the Doctoral Scholarship Programme of the Austrian Academy of Sciences (DOC).
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The problem described above is a variant of the well-studied Steiner tree problem in
graphs, namely the prize-collecting Steiner tree problem. This problem is first mentioned by
Segev [15] where it appears as a special case of the node-weighted Steiner tree problem and is
called the Single Point Weighted Steiner Tree problem. The author proves NP-hardness of the
problem, presents integer linear programming formulations and uses Lagrangean relaxation
and heuristics to compute lower and upper bounds for these formulations, respectively. In
[5], Duin and Volgenant relate the node-weighted (and thus also the prize-collecting) variant
to the classical Steiner tree problem. They adapt reduction techniques and show how the
rooted prize-collecting Steiner tree problem can be transformed into the directed version of
the classical Steiner tree problem.

In [7], Fischetti studies the facial structure of a generalization of the problem, the so
called Steiner arborescence problem. Goemans studies the polyhedral structure of the node-
weighted Steiner tree problem [8] and shows that his characterization is complete in case the
input graph is series-parallel. Approximation results are given by Bienstock et al. [1] and
by Goemans and Williamson [9]; the latter present a purely combinatorial O(n? logn)-time
primal-dual (2 — ﬁ)—approximation algorithm, where n denotes the number of vertices in
the graph and the objective is to minimize the edge costs plus the prizes of the nodes not
spanned. For the more realistic objective to maximize the sum of the profits minus the costs,
Feigenbaum et al. [6] prove that it is NP-hard to approximate the problem to a constant
factor.

In this paper, we look at the special case where the potential network is a tree. The reason
is that in the real world instances of the problem that we looked at, the periphery of the
potential network always consisted of large trees while the center had higher connectivity.
Since the problem is NP-hard for general graphs and polynomial time solvable for trees, it
makes sense to solve the trees on the periphery first and then solve the core of the network
using methods like (fractional) integer linear programming or heuristics.

The energy companies are interested in the fractional version of the problem which
maximizes the ratio of the sum of the profits and the sum of the (fixed and variable) costs,
since this corresponds to the “return on investment” factor. In order to use a parametric
formulation, we need to be able to solve the same problem with linear objective function. In
the linear formulation of the problem, the total revenue - the sum of the profits connected
to the network minus the sum of the costs - needs to be maximized.

Section 2 contains some preliminaries including the description of a linear time algorithm
for optimizing the linear objective function. In Section 3, we present three different algo-
rithms that use the parametric formulation: a binary search algorithm, Newton’s method
and our new variant based on parametric search. We show a worst case running time of
Newton’s method of O(|V|?), and of our new algorithm of O(|V|log|V|). In Section 4, we
report on extensive computational experiments. Surprisingly for us, our experiments show
that Newton’s method, although having worst case running time of O(|V|?), outperforms
the two other methods on our benchmark set. Finally, in Section 5 we summarize the results.

2 Preliminaries

In this section, we provide some basic definitions and describe a linear time algorithm for
solving the linear version of the prize-collecting Steiner tree problem (PCST problem). A
closely related dynamic programming algorithm can also be found in [16] (where trees with
only node-weights are considered).

Let G = (V, E) be an undirected graph, r € V a root vertex of G, p: V — RT U {0} a
profit function on the vertices and ¢ : E — R* U {0} a cost function on the edges.
The Fractional Prize Collecting Steiner Tree problem consists of finding a connected sub-
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graph T'= (V' E’) of G with r € V' that maximizes the ratio of the profits and the costs:

2vev P(v)

(7)) = ——=—"—"——
profit(l) = S o)

)

where ¢y > 0 represents the cost of the root node, e.g. the fixed costs of the heating plant.

The Linear Prize Collecting Steiner Tree problem consists of finding a connected sub-
graph T = (V' E’) of G with r € V’/ that maximizes the difference of the profits and the

costs:
profit(T") = Z p(v) — Z c(e) .

veV’ eckE’

Note that fixed costs are irrelevant if we optimize a linear objective function.

If T = (V,E) is a tree with root r, then the function parent(v) assigns every vertex
v € V\ {r} a unique vertex u which is the vertex following v on the path from v to r. The
subtree rooted at v consists of all vertices and edges reachable from v without passing the
vertex parent(v). The set C(v) of children of v is the set that contains all vertices u with
parent(u) = v. A subtree of T is optimal, if there is no other subtree of T" with a higher
profit. We recursively define a value [(v) and a subtree T'(v) for each vertex v € V.

[(v) = pv) + Y max{0,(u) - c(u,0)} . (1)

ueC(v)

The subtree T'(v) = (V(v), E(v)) with profit [(v) is defined in the following way:

V) = {o}u |J (V)| i) - cu,v) > 0}

ueC(v)

E(v) = U {(u,v) U E(u) | l(u) — c(u,v) > 0} .

ueC(v)

If e(u,v) > l(u) for a vertex u with parent(u) = v it does not pay off to include the
subtree rooted at u via edge (u,v) (the only possible connection towards ), and we decide
to cut off the edge (u, v) together with the corresponding subtree. This decision can be made
locally, as soon as the value I(u) is known. Thus, our algorithm starts by labeling all leaves
and ends up at the root vertex r (see Algorithm 1 for an outline).

It is easy to see that the optimal subtree rooted at v is T'(v) with [(v) as its profit
(the correctness of this algorithm follows easily by induction). Note that even in the case
when I(u) — c¢(u,v) = 0 we decide to include the edge (u,v) in the solution, in order to
obtain the optimal subtree with the maximum number of vertices and edges. Depending on
the application one may decide to exclude these edges in the solution and thus derive an
optimal solution with the minimum number of vertices.

Lemma 1. Algorithm LINEARTREE solves the rooted PCST on trees in O(|V]) time.

When solving the fractional PCST on trees, in contrast to the linear case, we cannot
make local decisions anymore without looking at the whole problem. In order to decide if
the inclusion of a certain subtree improves our solution, we need to know the profit to cost
ratio of the rest of the solution. The following section presents the parametric formulation
of the problem that allows us to decide in linear time if a given value ¢ is smaller, equal or
greater than the value of an optimal solution to the fractional PCST problem.
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Data : A tree T = (V, E) with a fixed root » € V, a profit function p on the vertices and
a costs function ¢ on the edges
Result : For each v € V an optimal subtree T'(v) = (V(v), E(v)) and a label I(v) =
profit(T'(v))
G' = (V',E') =G,
for v € V do
(V) = p(0); V(v) = {v}; Ev) = 0;
end
repeat
L={veV\{r}|dege (v) = 1};
for v € L do
u = parent(v);
l(u) = l(u) + max{0,(v) — c(u,v)};
if I(v) > c(u,v) then
V(u) =V(u) UV (v);
E(u) = E(u) U {(u,)} U E(v);

end
end

Remove the vertices of L from G’;
until V' = {r};

Algorithm 1: Algorithm LINEARTREE for labeling the vertices in V'

3 Algorithms Based on Parametric Formulation

To solve the fractional problem, we first formulate the linear problem with an additional
parameter. Then we show how this enables us to solve the fractional problem using our
algorithm for the linear problem. The connection between a parametric formulation and the
fractional version of the same problem has already been established by Dinkelbach [4].

Let T be the set of all connected subgraphs T'= (V’, E’) of G that contain the root. We
are looking for a graph in 7 that maximizes the expression

EveV’ p(v)
o+ e cle)

Now consider the following function o(t):

0:R" =R, o(t) =  max Z p(v) — t(co + Z c(e)).

T=(V"ENeT [, e€E’
If we have o(t*) = 0, then it follows that

> vev-p(v)
Co + ZEEE* c(e)
for a certain tree T* = (V*,E*) € 7. We claim that 7% is an optimal solution of the
fractional PCST on G. It is obvious that the objective value of T* for the fractional PCST

is t*. Now assume that there is another tree 77 = (V1, E1) € T that has a higher objective
value t; than t* with respect to the fractional PCST. Then we have

>vev, P(V)
co+ ZeeEl c(e)

t* =

t1 =

>t*e 0< Zp(v)—t*(co—i— Z cle)) .

veVy eeFy

But this is a contradiction against o(t*) = 0.
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Let t* be the value of the optimal solution of the PCST problem on G and ¢ € R. Then
we have:

o(t) =0t =t", o(t) < 0=t >t" ot)y >0 t<t™.

Using LINEARTREE, we can test for any ¢ in linear time if it is smaller, equal or greater than
the optimal solution for the fractional PCST. This fact can be used to construct different
search algorithms that solve the problem.

There is also a geometric interpretation of our problem. Let 7 be again the set of all
non-empty subtrees of G. Each T'= (Vr, Er) € T defines a linear function f7 : RT™ — R in

the following way:
frt) =Y plv) —tleco+ Y cle)) .

vEVP ecEr

Since all vertex profits and edge costs are non-negative, and c¢q is positive, all these linear
functions have negative slope. In this geometric interpretation, the function o defined above
is the maximum of these functions. Hence it is a piecewise linear, convex, monotonously
decreasing function. What we are looking for is the point where o crosses the z-axis. The
functions fr that contain this point correspond to optimal subtrees for the given profits and
costs.

3.1 Binary Search

An easy way of building an algorithm for the fractional PCST problem that uses the para-
metric formulation of the previous section is binary search. We start with an interval (¢;,t)
that contains ¢*. Then we test the mid point ¢ of this interval using the algorithm for the
linear problem. This will give us either a proof that ¢ equals t* or a new upper or lower
bound and halve the size of the interval.

Each linear piece of the function o(t) corresponds to a certain subtree T; of G that is
the optimal subtree for a certain range of t. We call the ¢t-values where the optimal tree
changes the breakpoints of o. For each positive value ¢, we call the point p; = (¢, o(t)) in two-
dimensional space the representative of t. The following two terminating conditions cover
all possible cases and work well in practice:

1. The representatives of the last three values for ¢ are on a straight line. The intersection of
this line with the z-axis is t*. This condition covers the case where t* is not a breakpoint
of o.

2. The line through the representatives of the last two values for ¢; crosses the line through
the last two representatives of t;, at (¢',0) and o(t') = 0. It follows that ¢t* = ¢’. This
covers the case where t* is a breakpoint of ¢.

The running time of the algorithm depends on the quality of the initial bounds for t*
and on the density of the straight line segments of o around t*. This density is not only
influenced by the size of the graph but also to a great degree by the values for the profits
and costs. Therefore, a good upper bound for the worst case running time that depends only
on the size of the input graph cannot be given.

3.2 Newton’s Method

We use the adaptation of Newton’s iterative method already described by Radzik [13]. Let
T be the set of all subtrees of G that contain the root. We start with to = 0. In iteration 4,

we compute
oft) = max > pv) —tilco+ D cle))

T=(V',E')eT
( €T S ecE’
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together with the optimal tree T; = (V;, E;) for parameter ¢; using the linear algorithm from
Section 2. As long as o(t;) is not zero, we compute t;11 as the fractional objective value of

T;. So we have:
ZUEVi p(v)

co + ZeeEi C(e)
In the course of this algorithm, ¢; increases monotonically until ¢* is reached. Let [ be the
index with ¢; = ¢*. Radzik shows in [14] for general fractional optimization problems where
all weights are non-negative that [ = O(p? log? p) where p is the size of the problem (in our
case the number of vertices of the problem graph G).

For our specific problem, we can prove a stronger bound for [:

lit1 =

Theorem 1. Newton’s method applied to the fractional prize-collecting Steiner tree problem
with fixed costs takes at most n + 2 iterations where n is the number of vertices of the input
tree T

Proof. Let t; be the value of the parameter in iteration ¢. So we have tg = 0 and t; = t*
for the last iteration [. Algorithm LINEARTREE for solving the linear version of the problem
cuts certain edges, which means that they are not added to any set E(v). These edges are
not part of the optimal subtree of any vertex.

We argue that if an edge is cut in iteration 4, it will be cut in every iteration j > ¢ and
that in every iteration 0 < ¢ < [ an edge is cut that was not cut before. It follows that there
can be at most n + 2 iterations.

So assume that edge e = (u,v) was cut in iteration ¢ and that w = parent(v). It follows
that the value [;(v) —t;c(u, v) was negative (I;(v) is the label of vertex v in iteration ¢). Since
tiy1 > t; and l;41(v) < I;(v) (can be easily shown using induction on the longest distance
form v to a leaf), e will also be cut in iteration i 4 1.

Let T; be the optimal subtree in iteration i. We know that all edges cut in iteration ¢
will also be cut in iteration ¢ + 1. This implies that 7;,; does not contain any vertices that
are not contained in 7;. To show that at least one additional edge is cut, we note that ¢;41
is the objective function value of the optimal tree T; = (V;, E;) for iteration i:

ZvEVi p('U)

il S o) @

We assume that no new edges are cut in iteration ¢ + 1. It follows that 73,1 = T; and we

have
otiy1) = »_ p(v) —tipi(co+ Y cle)) (3)

veV; ecE;
Putting (2) and (3) together we get:

o(tis1) = Z p(v) — Zuewp(v) 5 (co + Z c(e)) =0 .

veV; co + EeeEi C( e€E;

It follows that iteration ¢ + 1 is the last iteration and that Newton’s method is finished. So
a new edge is cut in every iteration but the first and the last and it follows that there can
be at most n + 2 iterations. a

Since we can solve the problem for the linear objective function in linear time using the
algorithm from Section 2, Newton’s Method has a worst case running time of O(|V|?) for
our problem.

Figure 1 shows an example where this worst case running time is reached. If we define the
fixed costs ¢y = 1, we can show by a coarse estimation of the objective function value for each
path starting at r that the solution of Newton’s method shrinks only by one vertex in every
iteration and that the optimal solution is the root together with vertex wv,_1. Therefore,
the algorithm executes n — 1 iterations and since each iteration has linear running time, the
total running time of Newton’s method on this example is ©(n?).
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0 n n(n —1) n(n—1)(n —2) = n!
1 n nin—1 n!
o—0O0——0O0"—"0 ... O—=0
T Un—1 Un—2 Un—3 v2 v1

Fig. 1. Worst case example for Newton’s Method. The edge costs and vertex profits are above the
path while the names of the vertices and edges are below

3.3 A New Algorithm Based on Megiddo’s Parametric Search

In this section, we present our new algorithm for the fractional PCST problem which is
a variant of parametric search introduced by Megiddo [12]. Furthermore, we suggest an
improvement that guarantees a worst case running time of O(nlogn) for any tree G with n
vertices.

The idea of the basic algorithm is to simulate the execution of algorithm LINEARTREE on
the unknown edge cost parameter t* (the objective value of an optimal solution). During the
simulation, we keep an interval (¢;,t5) that contains ¢* and is initialized to (0, c0). Whenever
LINEARTREE has to decide if a certain edge (u,v) is included in the solution, this decision
is based on the evaluation of the maximum in (1) on page 3 and depends on the root r4 of
a linear function in ¢ given by I(u) — t ¢(u, v).

The decision is clear if r4 is outside (¢;,¢p). Otherwise, we multiply all edge costs of
the tree with ry and execute LINEARTREE on the resulting problem. The sign of the linear
objective function value o(rq) determines the decision (which enables us to continue the
simulation of LINEARTREE) and r4 either becomes the new upper or lower bound of (¢;,t).

There are two possibilities for the algorithm to terminate. The first is that one of the roots
we test is t*. In this case, we can stop without completing the simulation of LINEARTREE.
If we have to simulate LINEARTREE completely, we end up with an interval for ¢*. In this
case, we perform depth first search on the edges that we have marked during the simulation
to obtain an optimal subtree.

Just as in the algorithm for the linear problem, our algorithm assigns labels to the
vertices, but these labels are now linear functions that depend on the parameter ¢t. The
algorithm uses a copy G’ of the problem tree G. In each phase, all leaves of G’ are deleted
after the necessary information has been propagated to the parents of the leaves. When the
algorithm starts, the label of every vertex is set to the constant function equal to its profit.
In the course of the algorithm, these labels change and will correspond to linear functions
over the parameter t. We also initialize the interval for t* to (0, 00).

When we look at a certain leaf v with label f,(¢) during a phase we compute the linear
function f,(t) = f,(t) —t - c(e,) where e, is the edge incident to v. Let r, be the root of
fo (t). For all current leaves, we collect the values r,, sort them and perform binary search
on the roots using the linear algorithm to decide if the value ¢* is smaller, greater or equal
than a certain root. Note that we do not have to include the roots in the binary search that
are outside the current interval for ¢*. If there are roots that are inside the current interval,
we either find t* or we end up with a smaller interval.

After the binary search, we know for each leaf v if its root r, is smaller or greater than t*
(if it is equal, we have already found the solution and the algorithm has stopped). We delete
all leaves whose root is smaller than t* from G’. For all other leaves v, we add the function
fo(t) to the label of its parent and delete it, too. Now the next phase of the algorithm starts
with the vertices that have become leaves because of the deletion of the current leaves.

Algorithm 2 shows the procedure in more detail. For convenience, all data is represented
by linear functions over ¢ during this section. In particular, profit values p(v) are represented
by p(v) +t-0 and edge costs ¢(u,v) are given as 0 —t - ¢(u, v). Addition and subtractions of
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linear functions are defined in the obvious way. Note that in this way subtracting an edge
cost is done by adding the corresponding linear function.

Data : A tree G = (V, E) with fixed root 7, a non-negative profit function p on the vertices
and a positive cost function ¢ on the edges
Result : The value t* of an optimal subtree of G
G'=(V',E)=G;
for v € V' do I(v) = p(v);
t = 0, th, = (o o
while V' # {r'} do
L={veV\ {r'} | deg(v) = 1};
B ={ti,tn};
for v € L do
u = parent(v);
t, = root of (I(v) + c(u,v));
if ¢, € (ti,tn) then B = B U {t,};
end
Perform binary search on B using the linear algorithm and update ¢; and tp;
if t; = t;, then return t;;
for v € L do
u = parent(v);
if t, > ¢, then l(u) = l(u) + 1(v) + c(u,v);
end

Remove the vertices of L from G’;
end

Perform depth first search on the marked edges to construct a subtree with value t;
return t*;

Algorithm 2: Algorithm FRACTIONALTREE for the fractional PCST

The correctness of FRACTIONALTREE follows from the general principle of Meggido’s
method [12]. The running time of the algorithm is dominated by the calls to the linear
algorithm. The binary search is performed by solving O(log(|B])) instances of a linear PCST
with profits and costs determined by the parameter ¢. Since it may happen that the graph
contains only one leaf in every iteration (G may be a path) the number of iterations can be
n. The worst case example for Newton’s method in Section 3.2 is also a worst case example
for this algorithm. Thus the overall running time of FRACTIONALTREE is O(|V]?).

Improvement Through Path Contraction. If there is no vertex in G with degree two,
FRACTIONALTREE already has a running time of O(nlogn) for a tree with n vertices: In
this case we delete at least half the vertices of the graph in every iteration by deleting all
leaves. It will follow from the proof of Theorem 2 that this property is sufficient for the
improved running time.

We will remove the remaining obstacles in the graph, namely vertices of degree two, by
performing a reduction of all paths in the tree. This must be done in every iteration since
the removal of all leaves at the end of the previous iteration may generate new paths. The
idea of the reduction is based on the fact that the subtree situated at the end of a path
can only contribute to the optimal solution if the complete path is also included. Otherwise,
only a connected subset of the path can be in the optimal solution.

More formally, a subset of V is a path denoted by P := {vg, v1,...,Vm, Um+1} if v9 has
degree greater two or is the root, v,,+1 does not have degree two and all other vertices are
of degree two. To fix the orientation we assume that vg is included in the path from v; to
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r. Since we want to contract the m vertices of the path to a single vertex, trivial cases can
be excluded by assuming m > 2. In an optimal solution either there exists a vertex v, € P
such hat vy,...,v4 are the only vertices of P in the solution, or P is completely contained
in the solution and connects a possible subtree rooted at v,,+1 to r.

The procedure CONTRACTPATH determines the best possible candidate for v, and con-
tracts the path by adding an artificial edge from vy to v, with cost equal to the value of
the complete subpath including v1,...,v4—1, and a second artificial edge from vq to vpm41
that models the cost of traversing the vertices vqy1, ..., vn. The path contraction is invoked
at the beginning of every iteration in Algorithm FRACTIONALTREE (see the appendix for a
detailed description of CONTRACTPATH).

The main theoretical result of this paper is stated in the following theorem:

Theorem 2. The running time of Algorithm FRACTIONALTREE with CONTRACTPATH is
in O(nlogn).

Proof. (Sketch) To find vy, we need to compute the maximum of m linear functions, which
can be done in time O(mlogm) (see [2] for a proof). The resulting piecewise linear function
has at most m breakpoints. In every iteration there is a number of breakpoints from CON-
TRACTPATH and a number of leaves with corresponding root values to be considered. We use
binary search in each iteration to find a new interval (¢;,¢,) including neither breakpoints
nor roots thus resolving the selection of v, and the final decision on all leaves.

If k is the size of the graph at the beginning of an iteration, then the binary search per-
forms a logarithmic number of calls to the algorithm that solves the linear PCST. Therefore,
a single iteration takes time O(klog k).

It can be shown that applying the procedure CONTRACTPATH to every non trivial path
guarantees that FRACTIONALTREE with CONTRACTPATH deletes at least one third of the
vertices in each iteration. Note that if there is no vertex in G with degree two, FRACTION-
ALTREE already deletes half the vertices of the graph by deleting all leaves. Since the size
of the graph is reduced by a constant fraction after each iteration, the total running time
sums up to O(nlogn). See the appendix for a detailed proof. O

4 Computational Experiments

We generated two different test sets of graphs to test the performance of the algorithms
presented in Section 3. The first set consists of randomly generated trees where every vertex
has at most two children while the second set contains random trees where each vertex can
have up to ten children. In both sets, the costs of each edge and the profit of each vertex is a
random integer from the set {1,2,...,10.000}. Both sets contain 100 trees for each number
of vertices from 1,000 to 10.000 in steps of 500 vertices. The fixed costs for all problem
instances was chosen as 1000 times the number of vertices in the graph. This produced
solution that contained around 50% of all vertices for the graphs where each vertex has at
most 10 children. For the graphs where each vertex has at most two children, the percentage
was around 35%. To execute the three algorithms on the test sets as a documented and
repeatable experiment and for analyzing the results, we used the tool set ExpLab [11].

Figure 2 shows the average number of calls over all trees with the same number of vertices
for the three algorithms and the two benchmark sets. The number of calls grows very slowly
with the size of the graphs for all three algorithms. In fact, the number of calls barely grows
with the number of vertices in the graph for Newton’s method.

Our variant of Megiddo’s method needs more calls than the other two methods. For the
leaves of the tree, the algorithm behaves just like binary search. The reason why the number
of calls is higher than for binary search is that our new algorithm not only executes calls at
the leaf level but also higher up in the tree. These are usually very few and not on every
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Fig. 2. The average number of calls to the linear algorithm executed by the three algorithms on
the benchmark set with maximum degree 2 and maximum degree 10

level. So on a level where additional calls have to be made, there are usually only one or
two open decisions. Therefore, the binary search in our new algorithm can not effectively
be used except at the leaf level. Because of this fact, the pure binary search algorithm can
“‘Sump” over some decisions that parametric search has to make on higher levels.

The reason why Newton’s method needs less calls than the binary search method is the
random nature of our problem instances. Binary search starts with a provable upper bound
for t* which in our case is the sum of all vertex profits divided by the fixed costs. This upper
bound is far away from the objective value of the optimal solution. After the first iteration
of Newton’s method, the value ¢ is the objective function value of the whole tree which is a
good lower bound for the optimal solution because the profits and costs are random and with
the fixed costs we have chosen, the optimal tree contained 35-50% of all vertices. Therefore,
Newton’s method needs only a small number of steps to reach the optimal solution and the
number of calls grows only very slowly with the size of the graphs.

Figure 3 shows that the number of calls to the linear algorithm determines the running
time: our new algorithm is the slowest and Newton’s method the fastest. The running times
grow slightly faster than linear with the size of the graphs. Since each call to the algorithm
for the linear problem needs linear time, the fact that the number of calls grows with the size
of the graph (albeit very slowly) is the reason for this behavior. We executed the experiments
on a PC with a 2.8 GHz Intel Processor with 2GB of memory running Linux. The running
time of all three algorithms grows linearly with the size of the graphs and even for the graphs
with 10.000 vertices, the problems can be solved in less than 1.8 seconds.

We also executed an experiment where we used only the 100 graphs of the test set with
maximum degree 10 that have 10.000 vertices. We increased the fixed costs ¢y exponentially
and ran all three algorithms on the 100 graphs for each value of ¢y. We started with cg = 100
(where the solution contained only a few vertices) and multiplied the fixed costs by 10 until
we arrived at 10! (where the optimal solution consisted almost always of the whole tree).

Figure 4 shows how the time needed by the three algorithms depends on fixed costs. It
is remarkable that for small fixed costs, binary search is faster than Newton’s method but
for fixed costs of more than 10.000, Newton’s method is faster. The reason is the same we
have already given for the better performance of Newton’s method in our first experiments.
For large fixed costs, the percentage of the vertices contained in an optimal solution rises
and so the value of the first solution that Newton’s method tests, which is the value of the
whole graph, is already very close to the optimal value. Binary search has to approach the
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Fig. 3. The average time used by the three algorithms on the two benchmark sets

optimum solution from the provable upper bound for the objective function value which is
far away from the optimal solution when this solution is large and therefore contains many
edges.

Parametric search is not much slower than binary search for high fixed costs. As the plot
shows, the reason is not that parametric search performs significantly better for higher fixed
costs but that the performance of binary search deteriorates for the reasons given in the last
paragraph.
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________ x”/ T K g
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Fig. 4. Time used by the three algorithms for growing fixed costs (logarithmic x-axis)

5 Conclusions

In this paper, we have presented three algorithms for solving the fractional prize-collecting
Steiner tree problem (PCST problem) on trees G = (V, E). We have shown that Newton’s
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algorithm has a worst case running time of O(|V|?). We have also presented a variant of
parametric search and proved that the worst case running time of this new algorithm is
O(|V1]log|V|). Our computational results show that Newton’s method performs best on
randomly generated problems while a simple binary search approach and our new method
are considerably slower. For all three algorithms, the running time grows slightly faster than
linear with the size of our test instances.
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6 Appendix: The Path Contraction Method

The following pseudo code gives a detailed description of the algorithm CONTRACTPATH.

Data : A labeled tree T' = (V, E) with fixed root 7;

a path in T vo,V1,...,Um, Um+1, M > 2
Result : A labeled tree T' = (V, E) with fixed root r
end[1] = 0;

for j =1 tom do
endlj] == end]j — 1] + 1(v;) + c(v;—1,v;);
end
f(t) = maxj; end[j];
B ={t € (t;,tn) | t is breakpoint of f(t)} U {t:,tn};
Perform binary search on B using the modified linear algorithm and update ¢; and ¢p;
choose ¢ s.t. end[g] = f(t) for t € (t1,tn);

c(vo,vg) 1= S p—1 (l(vk) + c(vk—1,v%)) + c(vg—1,vq);
(Vg vm+1) = D00 41 (k) + c(vk—1,vk)) + c(Vm, Vimt1);
Remove vertices v1,...,vq-1,Vg+1,-..,Vm from T}

Algorithm 3: Algorithm CONTRACTPATH to remove all nontrivial paths from a tree

The main difficulty in CONTRACTPATH is the computation of the maximum value over all
subpaths from vy to some vertex v; € P. Clearly, the total values of all subpaths end[j] are
linear (decreasing) functions and their maximum f(¢) is piecewise linear convex. It is known
from elementary computational geometry [3] that f(¢) contains at most m breakpoints and
can be computed in O(mlogm) time. A simple algorithm for doing so can for example
be found in [2]. After generating these O(m) breakpoints, binary search is performed in the
same way as in FRACTIONALTREE to find a smaller interval (¢;, ;) containing ¢*. Restricting
f(t) to this interval yields a single linear function and yields the desired vertex v,.

Before analyzing the running time of FRACTIONALTREE we introduce an elementary
lemma from graph theory. Let g; denote the number of vertices in a graph with degree 3.

+ 1.

Lemma 2. If G is a tree then g1 > r _292

Proof. Consider the following elementary calculation:
Since in a tree with n vertices the total number of edges in every tree is n — 1 we get
immediately

n n n n
2(n—1)=ZiQi=g1+Zi9i A Zgi:n@glzn_zgi-
i=1 i=2 i=1 =2

Plugging the two together we get

n

n_2:Z(i_1)gi292+i2gi = igiﬁ n—292 -1
i—2 i=3 i=3

which yields the result. a

Now we can give a proof of the O(nlogn) running time of FRACTIONALTREE.

Proof. (Theorem 2) At the end of every iteration of FRACTIONALTREE the set L (i.e. all
vertices with degree 1) are removed. However, some vertices with degree 2 (one from every
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call to CONTRACTPATH and possible trivial paths) may remain. There will always be one
such vertex followed by a vertex of degree > 3. Let us now estimate the minimal cardinality
of L in such a tree. Therefore, we will first consider a tree without vertices of degree 2 and
then try to exchange a maximum number of edges with two new edges and a new vertex of
degree 2 in-between them.

In a tree with g = 0 the number of leaves can be bounded from Lemma 2 by g1 > n/2+1.
Of the n — 1 edges of the tree there are exactly g; edges leading to leaves. The remaining
n — 1 — g1 “inner edges” may each be replaced by a a new vertex and two edges. The total
number of vertices n’ in this new graph is given by n+ (n — 1 —g1) < 3n/2. The number of
leaves is still g; > n’/3. Hence, we have shown that in any graph with a structure resulting
from path contraction at least one third of all vertices are leaves and are thus removed
in every iteration. This bounds the number of iterations by O(logn). Roughly bounding
the cardinality of B by n in every iteration, this would yield an overall running time of
O(nlog2n). However, we can do better by taking into account that the linear time effort
required for every call during the binary search is spent on instances which are getting
smaller and smaller from one iteration to the other.

At the end of every iteration we have made a final decision for all removed vertices in L
whether they should be included in a solution (from the point of view of their parent vertex)
or not. This decision reduces the remaining problem by the amount of removed vertices and
all linear PCST computations to resolve the breakpoints of the subsequent iterations have
to solve only a problem of reduced size.

Denote by T'(n) the total running time of FRACTIONALTREE on a problem with n vertices
and by L(n) the number of vertices which are removed in the first iteration (all those with
degree 1 and some path vertices in CONTRACTPATH). Considering the linear running time
of the calls to LINEARTREE as performed in the binary search leads to a total running time
of

T(n) < nlog(L(n)) 4+ T(n— L(n)) <nlogn+ T(n — L(n)).

We claim that T'(n) is in O(nlogn). Obviously, the above expression is increasing with
decreasing L(n). But plugging in even the smallest possible value L(n) = n/3 yields
T(n) <nlogn+T(2/3n)
<nlogn+2/3nlog(2/3n)+T(4/9n)
<nlogn+2/3nlog(2/3n)+4/9nlog(4/9n) +T(8/27n)

IN

iogn 0
< Z(?/?))jn log((2/3)7n) < nlognZ(Q/S)j < 3nlogn.
=0

Jj=0

O
This shows that our new algorithm for the Prize Collecting Steiner Tree Problem on a
rooted tree has indeed running time O(nlogn).
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