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Kurzfassung

Das Partikeltherapienpatientenplanungsproblem (PTPSP) entsteht in modernen Krebs-
therapieeinrichtungen, die eine Partikeltherapie anbieten, und besteht aus der Planung
von Therapien innerhalb eines Planungshorizonts von mehreren Monaten. Eine Besonder-
heit des PTPSP im Vergleich zur klassischen Strahlentherapieplanung besteht darin, dass
die Therapien nicht nur auf Tagesebene, sondern auch innerhalb der Tage geplant werden
miissen, da sich alle Therapien denselben Partikelstrahl teilen. In einer vorhergehenden
Arbeit fithrten Maschler et al. diese neuartige Problemstellung ein und préisentierten erste
Algorithmen, inklusive einer Iterated-Greedy-Metaheuristik (IG). In dieser Arbeit bauen
wir auf dem IG auf und tauschen zwei Hauptkomponenten aus: die Konstruktionsphase
und den lokalen Suchalgorithmus. Die resultierende Metaheuristik verbessert den beste-
henden Ansatz und liefert fiir alle betrachteten Benchmark-Instanzen wesentlich bessere
Ergebnisse. Auflerdem présentieren wir einen 2-Phasen-Ansatz, der mittels einer Variable-
Neighbourhood-Descent-Methode (VND) die Tages- und Zeitzuordnungen nacheinander
optimiert. Schlussendlich, verbessern wir unsere IG-Metaheuristik, indem wir die lokale
Suche durch eine VND ersetzen. Diese Methode liefert fiir alle Benchmark-Instanzen
noch bessere Ergebnisse.

Da die in der Praxis vorkommenden Probleminstanzen sehr grofl sein kénnen, ist eine
moglichst effiziente Dursuchung der Nachbarschaften bei der lokalen Suche notwendig.
Um den Aufwand der Suche zu reduzieren, definieren wir verschiedene Filter, die die
Nachbarschaften auf die vielversprechendsten Losungen einschranken, wodurch kostspie-
lige Evaluierungen von wahrscheinlich schlechteren Losungen vermieden werden. Die
eigentliche Evaluierung wird inkrementell durchgefiihrt, indem nur jene Terme der Ziel-
funktion neu ausgewertet werden, deren Werte sich gedndert haben. Eine Schwierigkeit
bei diesem Ansatz besteht darin, dass alle Therapieeinheiten einer Therapie ungefihr zur
selben Uhrzeit stattfinden miissen. Zu diesem Zweck hingt die Zielfunktion von Variablen
ab, die fiir jede Therapie und Woche die sogenannte nominelle Startzeit repréasentieren.
Die Berechnung dieser Variablen ist jedoch recht aufwendig. Daher fithren die VNDs
zuerst eine lokale Suche mit fixierten nominellen Startzeiten durch und berechnen im
Anschluss die nominellen Startzeiten mittels linearer Programmierung.

Wir haben die einzelnen Nachbarschaften auf 40 verschiedenen Benchmark-Instanzen
ausgewertet und mittels statistischer Methoden verglichen. Basierend auf den Ergebnis-
sen zeigen wir, welche Nachbarschaften fiir die Verwendung in unseren Metaheuristiken
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geeignet sind. Danach haben wir mit dem automatisierten Parameterkonfigurations-
programm irace Nachbarschaftskombinationen und alle anderen Parameterwerte fiir
unsere Metaheuristiken ausgewéhlt. Schliefilich haben wir die Metaheuristiken auf den
Benchmark-Instanzen ausgewertet und die Ergebnisse mit statistischen Tests verglichen.

Teile dieser Arbeit wurden bereits veroffentlicht.



Abstract

The Particle Therapy Patient Scheduling Problem (PTPSP) arises in modern cancer
treatment facilities that provide particle therapy and consists of scheduling a set of
therapies within a planning horizon of several months. A particularity of PTPSP
compared to classical radiotherapy scheduling is that therapies need not only be assigned
to days but also scheduled within each day because all therapies share the same particle
beam. In an earlier work Maschler et al. introduced this novel problem setting and
provided first algorithms including an Iterated Greedy (IG) metaheuristic. In this work
we build upon this IG and exchange two main components: the construction phase and
the local search algorithm. The resulting metaheuristic enhances the existing approach
and yields substantially better results for all of the considered benchmark instances.
Moreover, we present a 2-Phase Approach (2PA) that uses a Variable Neighborhood
Descent (VND) to first optimize the day assignments and then the time assignments.
Finally, we improve our IG metaheuristic by replacing the local search algorithm with a
VND. This method provides even better results on all benchmark instances.

Since the problem instances occurring in practice can be very large, an efficient exploration
of the local search neighbourhoods is necessary. In order to reduce the computational
effort, we define various filters that limit the neighbourhoods to the most promising
solutions, thus, preventing expensive evaluations of solutions which are most likely worse.
The actual evaluation is done incrementally by re-computing only those terms of the
objective function whose values have changed. A difficulty with this approach is that all
daily treatments of a therapy have to start approximately at the same time. To that end,
the objective function depends on variables representing the so-called nominal starting
time of each therapy and week. The computation of these variables, however, is quite
costly. Therefore, the VNDs first perform a local search with fixed nominal starting
times, and compute the nominal starting times afterwards using linear programming.

We evaluated the individual neighbourhoods on 40 different benchmark instances and
compared them using statistical methods. Based on the results, we show which neigh-
bourhoods are suitable for being used in our metaheuristics. We then used the automated
parameter configuration tool irace to select neighbourhood combinations and all other
parameter values for our metaheuristics. Finally, we evaluated the metaheuristics on the
benchmark instances and compared the results with statistical tests.

Parts of this thesis were already published.
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CHAPTER

Introduction

The Particle Therapy Patient Scheduling Problem (PTPSP) arises in radiotherapy used
for cancer treatment. In classical radiotherapy cancer treatments are provided by linear
particle accelerators that serve a dedicated treatment room exclusively. In contrast,
particle therapy uses beams that are produced by either cyclotrons or synchrotrons
that can serve up to five treatment rooms in an interleaved way. Several sequential
activities like the stabilization of patients not requiring the beam have to be performed
in the treatment room before and after each actual irradiation. Using several rooms
and switching the beam between the rooms thus allows an effective utilization of the
expensive particle accelerator and an increased throughput of the facility. We consider
the situation at MedAustron,' a facility with three treatment rooms.

The goal of the PTPSP is to schedule several hundred patient therapies over the next
few months. Each therapy consists of up to 35 daily treatments (DTs) that have to be
assigned to different days, respecting a set of constraints: A therapy has to start in a
given time window, a lower and upper bound of days are allowed to pass between two
subsequent DT, and a break of at least two consecutive days is required in each week.
Additionally, DTs should start roughly at the same time within each week. Each DT
requires different resources such as the particle beam, a room or an oncologist, where each
resource can only be used by a single DT at any point in time. A resource is available
only in predefined availability periods. A part of these time spans is considered extended
service time, in which the usage of the resource leads to extra costs.

A schedule assigns all DT's of a given set of therapies to days and determines their starting
times considering all operational constraints. A schedule’s quality is determined by an
objective function that is defined as a weighted sum of the therapies’ finishing days, the
amount of used extended availability time and the variation of the starting times of the
DTs.

"https://www.medaustron.at
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1.

INTRODUCTION

It turns out that instances of the PTPSP occurring in practice are so large that the time
it takes to find a provably optimal schedule is not acceptable in general. Therefore, a
construction heuristic and two metaheuristics have been proposed for this problem in a
previous work [MRSRI16]. The aim of this thesis is to study local search techniques and
to apply them within three metaheuristic frameworks: a 2-Phase Approach (2PA) and
two Iterated Greedy (IG) methods. Moreover, two arising subproblems are identified for
further improving obtained solutions that can be modeled and solved efficiently with a
linear programming approach.

The 2PA generates, on average, 25% better solutions than the reference metaheuristic
from [MRSRI16]. The first IG approach from this thesis was also published in [MHRR17].
Its solutions are, on average, again 25% better than the solutions of 2PA. With the
second IG from this thesis we get a further improvement of 25% in solution quality
compared to the first IG. It improves its initial solutions, on average, by 74%.

The thesis is organized as follows. In Chapter 2| we review the related literature including
the metaheuristics from [MRSR16], which are used in the following chapters. Chapter 3
discusses the methods used in this work. In Chapter 4| a formal model for the PTPSP is
presented. The main part of the thesis is split into Chapter |5, |7/ and |6, where we describe
the neighbourhood structures and two metaheuristics for solving the PTPSP. Chapter |8
introduces a Linear Programming (LP) model which is used to polish a schedule. In
Chapter |9 we discuss the computational experiments conducted on a set of test instances.
We conclude the thesis in Chapter |10 with a summary and an outlook on possible future
research directions.



CHAPTER

Related Work

A first attempt at automating the task of Radio Therapy Patient Scheduling (RTPS) has
been made in 1993 by Larsson [Lar93|.

In 2006 Kapamara et al. [KSHT06] formulate this task as a Job Shop Problem (JSP),
where a number of patients having different priorities are to be assigned to a set of
machines such that an objective function is minimized while respecting certain constraints.
According to [KSHT06] JSPs are categorized along two dimensions: Firstly, a JSP can be
static or dynamic. Static problems have the number of jobs and their ready times known
in advance and fixed, whereas dynamic problems involve patients coming late to their
appointments, machine breakdowns and other unforeseen occurrences which influence the
schedule. Secondly, one can distinguish between a deterministic and stochastic variant
of the JSP. In deterministic problems all parameter values of a job, like its processing
times and due dates, are known beforehand, whereas in stochastic problems these values
may vary. The authors stated that the RTPS is best described as a stochastic dynamic
JSP due to the uncertainties and disturbances involved in the treatment process. In their
study the authors identified several possible objective functions which can be minimized
on their own or combined to a multi-objective function:

e the mean flow time of all jobs to the first definitive treatment,
e the mean flow time of all jobs,
e the difference between the above two objective functions and

e the number of jobs failing to meet the first due date.

Due to the fact that JSP is NP-hard, specialized exact approaches as well as heuristic
methods are developed. The authors compared several exact methods, like Branch &
Bound, as well as heuristic approaches, like Simulated Annealing, Tabu Search, Genetic
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Algorithms (GAs) and Greedy Randomized Adaptive Search Procedures (GRASPs),
and came to the conclusion that Tabu Search outperforms the others in the analysed
experiments.

In [PLSS06] Petrovic et al. split the process of booking incoming patients into two
phases: First the patients are prioritized according to the severity of the disease like in
[KSH™06]. Afterwards the required number of treatment sessions are booked for each
patient, starting from the patients with highest priority. Two greedy-like algorithms are
presented for this task: one which books a treatment forward starting from the earliest
feasible start date and another one that schedules a treatment backwards from the latest
feasible start date. The objective function incorporates the number of patients, the total
length of waiting time breaches of the patients and the number of interruptions. The
researchers made experiments showing that the forward booking strategy is superior with
palliative patients, while the backward booking method performs better with radical
patients.

In [PLRO8|] Petrovic et al. evaluate four different variants of GRASP for RTPS. In a
nutshell, this metaheuristc repeatedly constructs solutions using a randomized heuristic
and locally improves each obtained solution [GP10]. All four developed GRASP methods
have in common that the patients are first sorted by their due date, priority and the
required number of sessions. Afterwards, one of the following four approaches is applied
to schedule the patients from the ordered list. The Target Approach is similar to the
algorithm in [PLSS06] as it tries to schedule a treatment session at a specified target day
and moves it forward or backwards until all constraints are satisfied. In the Utilisation
Threshold Approach a threshold is defined for each radiation machine and patient priority,
S.t. no more patients of a particular priority can be scheduled on a certain machine if
the machine’s utilisation reaches the specified threshold. Experiments show that the best
schedules are produced if the threshold for routine patients is 90%, thus reserving 10%
of the time on the machine for urgent and emergency patients. The Schedule Creation
Day Approach limits the set of days a treatment can start on by defining the weekdays
that the first treatment session can be scheduled on for each patient priority. The best
results are observed if urgent and routine patients can be scheduled only on 3 days in a
week, while allowing emergent patients to be treated on any weekday. In the Mazimum
Number of Days in Advance Approach a schedule is created for a patient a specified
maximum number of days before the patient’s due date. If this number is smaller for
routine patients than for emergent patients, then the latter ones have a better chance to
be scheduled earlier.

In contrast to the above methods which construct schedules from scratch, the steepest hill
climbing approach presented in [KP09] gets a complete, feasible schedule and optimises
it in an iterative way until a stopping criterion is fulfilled. In each iteration neighbours
of the current schedule are constructed by moving appointments to different days. A
schedule is accepted if it is feasible and the best schedule found in the current iteration. A
schedule’s objective value to be minimized is computed as a weighted sum of the patients’
lateness. The lateness of a patient is defined as the difference between the date the



patient’s details are referred to the centre and the targeted start of his or her treatment.
The weights depend on the patient’s priority and are set to 10, 5 and 1 for emergency,
palliative and radical patients, respectively. Applying the steepest hill climbing method
to a (generated) data set of more than 2000 patients showed that the waiting time can
be reduced considerably by combining a constructive heuristic and the presented steepest
hill climbing method.

In [PMPQ9] and [PMP11] Petrovic et al. present a GA for optimizing radiotherapy
schedules. A GA is a population-based metaheuristic that is inspired by natural selection
and genetics [Mit98]. The GA selects good solutions in each iteration and applies one of
two operators on them: The crossover operator combines two solutions by replacing a
part of the first solution with a part of the other solution. The mutation operator modifies
some solutions randomly. The authors encoded the schedules as strings of patient IDs,
which define the order in which the patients are to be irradiated. Two different objectives
are defined: minimisation of average waiting time and minimisation of average tardiness
of the patients. The authors applied their algorithm to real life data and measured a
reduction of the average waiting time and the tardiness by 35% and 20%, respectively.

Burke et al. [BLRP1I] formulate the radiotherapy scheduling problem as a Mixed Integer
Linear Programming (MILP) model. A MILP model is a mathematical model consisting
of real or integer variables, linear equations and inequations constraining the variables’
domains and a linear objective function which is to be minimized [CCZ14]. Although
it seems too restrictive to model a problem as a set of linear relations, this approach
has the advantage that an optimal solution can be found. The variables of the proposed
model are integer variables defining whether or not a certain patient is scheduled on a
particular machine. The constraints in the model either represent parameters originating
directly from the problem instance like the number of sessions required for a particular
patient, or define the relationship between two variables like the equation stating that
two subsequent treatment sessions lie a certain number of days apart from each other.

The above approaches do not take into account the arrival distribution of the patients or
future events. Legrain et al. [LFLR15] address this issue by developing an approach that
combines stochastic optimization and online optimization.

The aforementioned contributions deal with constructing a schedule on a very coarse
level, meaning that each treatment session is only assigned to a day but not a time of
day. This simplification is reasonable only as long as every treatment room is served by
an individual linear accelerator because in this case the treatments in different rooms are
independent of each other and can be scheduled separately. However, a particle therapy
centre usually contains several treatment rooms that are served by the same accelerator
(a cyclotron or a synchrotron). In this scenario the start time of each treatment session
must be carefully chosen, such that the radiation of a patient in one room ends just
before the radiation of another patient in a different room is about to start and the beam
can be switched to this room without a relevant idle period. Maschler et al. [MRSR16]
propose a MILP model which can be used to model this problem. In theory, it is possible
to find a provably optimal solution for this model, but it turned out [MRSRI6] that
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RELATED WORK

instances of the PTPSP occurring in practice are so large that the time it takes to do this
is not acceptable in general. Therefore the authors developed several heuristic methods
(TWCH, GRASP and IG) which will be explained until the end of this section.

The therapy-wise construction heuristic (TWCH) is a fast greedy heuristic to create
a schedule from scratch. It operates in two phases: In the day assignment phase the
heuristic selects one yet unconsidered therapy and assigns days to its DT, i. e., treatment
sessions, in a sequential manner. For each DT, all days are considered that allow a
feasible allocation of the DT’s activities w.r.t. aggregated resource demands and still
available capacities and also admit the scheduling of the subsequent DTs at later days.
A DT is then always assigned to the day with the lowest estimated cost increase w.r.t.
the objective function. See [MRSR16] for a detailed explanation and a pseudo code. The
performance of the heuristic depends mostly on the order, in which the therapies are
selected. Different strategies were evaluated:

1. Therapies with more DTs have a higher priority.
2. Therapies with an earlier latest starting day for the first DT have a higher priority.

3. Therapies with a higher resource consumption for the first DT have a higher priority.

Experiments showed that strategy |2 yields the best results. In the time assignment phase
the working days are planned separately in a similar greedy-like fashion. To this end
a not yet scheduled DT is selected which has the highest priority accoring to one of
several priority functions. Then this DT is assigned to the earliest possible starting time
after all already assigned DTs, respecting the availabilities of all required resources. The
performance of this procedure depends to a high degree on the used priority function for
selecting the next DT. The following criteria were evaluated:

1. A DT with minimum induced idle time for the beam resource is considered next.

2. A DT is preferred which requires the resource that leaves its regular service window
first.

3. The ratio between the time the beam resource is required and the total processing
time of a DT is considered. DTs with a smaller ratio are prioritized.

It was shown that criterion |1 is superior on average. However, it frequently happened
that several DTs evaluate to the same priority value. In order to break such ties, a
lexicographic combination of all three criteria is used in the final algorithm: First criterion
1/ is applied. In case of a tie, criterion [2 is used, and if a tie happens again, the last
criterion 3/ is considered.

The second heuristic developed by Maschler et al. [MRSR16] is an implementation of
GRASP. The first iteration schedules all therapies using TWCH. All subsequent iterations



construct new schedules using a randomized version of TWCH’s day assignment, which
selects suboptimal DTs too with a definable probability, and TWCH’s time assignment.
Each iteration ends with a local improvement which repeatedly assigns new times to
the DTs by applying a randomized variant of TWCH’s time assignment, where also
suboptimal DTs are considered with a certain probability.

The third heuristic is called IG. In a nutshell, the general Iterated Greedy heuristic
improves a solution by iteratively destroying and recreating parts of the solution [RS0T7].
The IG algorithm presented in [MRSR16] works as follows. TWCH is used to create
an initial solution. The destruction operator removes a defineable amount of therapies
from the schedule. The construction step is then performed by reapplying TWCH’s day
assignment for the set of removed therapies. Finally, TWCH’s time assignment is applied
from scratch to all working days which have been modified. Additionally, the randomized
time assignment procedure from GRASP is used to further improve the obtained solution.

The three heuristics (TWCH, GRASP and IG) were tested on instance sets defining up
to 300 therapies. A statistical comparison of the results showed that IG finds the best
schedule on most instances.

Parts of this thesis were published in a recent publication by Maschler et al. [MHRRI1T].






CHAPTER

Methods

A combinatorial optimization problem is the problem of finding a solution minimizing
or maximizing a given objective function in a finite solution space. The PTPSP, which
is formally defined in Chapter |4, belongs to this problem class. The solution space of
a combinatorial optimization problem is given by a finite set S containing all feasible
solutions. The cost or quality of a solution in S is defined by an objective function
f 58 — R. In the context of this thesis, a solution x; € S is considered better than
a solution x9 € S if f(x1) < f(x2). Using this terminology, solving a combinatorial
optimization problem means minimizing the objective function [AKMO7].

One can distinguish between exact and heuristic approaches for solving combinatorial
optimization problems. An exact approach finds a solution which is provably a global
minimum w.r.t. to the objective function if there is one. However, on real-world problems
exact approaches are often too slow, which limits their applicability. A LP model, for
example, can be solved very efficiently in polynomial time, but many combinatorial
problems are NP-hard meaning that they can in general not be solved exactly by a
deterministic polynomial time procedure. Heuristic methods, on the other hand, do not
guarantee to find the optimal solution. However, their strength is that they can find
sufficiently good solutions for many real-world problems which are too complex to be
exactly solved in a reasonable time.

Heuristic approaches can be classified, among others, into constructive and local search
algorithms [AKMOT]. Constructive algorithms generate a solution by iteratively extending
a partial solution until a complete solution is obtained. Local search algorithms, on the
other hand, start with a complete solution and try to find better solutions by making
modifications to the current solution.

The next three sections in this chapter present three widely used heuristic approaches:
local search, variable neighbourhood descent and iterated greedy. The forth section
discusses linear programming, which is an exact approach. The last two sections are

9
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dedicated to the statistical evaluation of optimization algorithms and to the process of
finding good parameter values for a parameterized optimization method.

3.1 Local Search

A local search algorithm starts with a complete solution created by a construction
method and tries to find better solutions by making modifications to the current solution.
Algorithm [3.1) depicts the high-level structure of a local search algorithm.

Algorithm 3.1: Local Search

1 x < initial solution;

2 repeat

3 | choose an 2/ € N(z);
4 if f(2') < f(z) then
5 ‘ T 2’

6 until stopping criteria satisfied;
7 return z;

Variable z € S holds a solution from the solution space S. How the solutions are
represented, is an important design decision and cannot be defined in general because it
highly depends on the concrete problem to be solved.

Function N : S — 29 defines the neighbourhood structure that assigns a set of neighbours
N(z) C S to each solution x € S. The set N(z) is called the neighbourhood of z. Usually
one specifies the neighbourhood structure not as a function but as a set of move operators
which construct new solutions by modifying certain parts of the current solution, yielding
a solution which has in general a slightly different objective value. The performance of a
local search depends to a large extent on the concrete definition of the move operators.
Ideally, the move operations construct only better solutions, s.t. no time is wasted by
evaluating worse solutions. Note that the globally best solution is usually not reachable
from any start solution. Hence, a local search, in general, finds only a local optimum w.r.t.
the neighbourhood structure. Some techniques for escaping local optima are discussed in
the remaining chapter.

There are different ways, called step functions, to choose 2’ € N(x):

Random neighbour: A random neighbour is selected.

Next improvement: N(x) is searched in a specific order, taking the first solution that
is better than z.

Best improvement: N (z) is searched completely and the best neighbour is selected.

The step function has great influence on the performance but no strategy is always better
than the other ones. At first glance, one might think that best improvement always



3.2. Variable Neighbourhood Descent

leads to the best objective value in the least number of iterations. However, it can be
shown [HMO6] that there are optimization problems where next improvement produces
better solutions on some start solutions while best improvement performs better on other
start solutions. The random neighbour strategy is the least targeted and is often used in
more advanced algorithms to escape local optima. The local search method Simulated
Annealing (SA), for example, is based on Algorithm 3.1 but accepts a randomly selected
neighbour in Line 4/ even if it is worse with a small probability. Another algorithm which
makes use of this idea is General Variable Neighbourhood Search (GVNS) [GP10]. This
method alternately finds a local optimum using next or best improvement, and selects a
random neighbour (possibly in a different neighbourhood) to escape it.

The local search ends as soon as a stopping criterion or a combination of several criteria
is fulfilled. The following stopping criteria are used in practice:

Minimum reached: If no better neighbour has been found using best or next Im-
provement, the search is aborted because the current solution must be locally
optimal.

Time limit: The search is stopped if a given time limit is exceeded. For more complex
heuristic search methods, one could define multiple time limits on different layers. If,
for instance, the local search is embedded into another method, then two separate
time limits could be defined for both methods. An example is the IG approach
which is discussed in Chapter [7. This method executes a local search in every
iteration before applying a destruction and construction operator. In order to
ensure that the IG executes enough iterations, one could, for example, set the
time limits of the local search and the whole IG to 10 seconds and 20 minutes,
respectively.

Solution quality: The search is terminated if the current solution is good enough, e.g.
its objective value is close enough to a known lower bound.

Total number of iterations: The procedure is stopped after a certain number of
moves.

Number of consecutive unsuccessful iterations: The search is stopped after a cer-
tain number of consecutive moves that did not improve the solution. This criterion
is especially useful for the random neighbour step function because the more con-
secutive unsuccessful iterations have passed the more likely it is to be already at a
local optimum.

3.2 Variable Neighbourhood Descent

VND is a method which is based on the idea of systematically changing several neighbour-
hood structures Ny, ..., N; . during a local search [GP10]. Algorithm 3.2 illustrates
this method.

11
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Algorithm 3.2: Variable Neighbourhood Descent

1 x < initial solution;

[+ 1;

repeat

find an 2/ with f(2/) < f(2"),V2" € Ni(z);

if f(2') < f(z) then
x 2’
[+ 1;

else

9 ‘ [+ 1+1;
10 until [ > [,,4.;
11 return z;

® g o oA~ W N

The method starts with the first neighbourhood structure N;. Line 4 finds the best
solution z’ in the current neighbourhood N;(z) of z. If it is better than the current
solution x, the first neighbourhood structure N; will be used in the next iteration again.
If it is worse, then x is already a local optimum with respect to the neighbourhood
structure N;. Hence, the algorithm switches to the next neighbourhood structure N;;.
After termination the found solution is a local optimum with respect to all neighbourhood
structures.

It can make sense to replace the best improvement step function by next improvement in
line [4. This can speed up the convergence at the beginning of the search and lead to
a better final solution [HMOG6] for some optimization problems. Additionally the same
stopping criteria which are described for the local search can be applied here in order to
abort the search before reaching an optimum.

3.3 Iterated Greedy

Iterated Greedy is a metaheuristic which is used to improve the performance of a given
greedy construction heuristic [PP16]. As can be seen in Algorithm 3.3, IG consists of
two phases which are executed repeatedly until a stopping criterion is fulfilled. The
destruction phase removes random parts of the current solution yielding a partial solution.
The construction phase completes the partial solution using the given greedy heuristic.
Finally an acceptance criterion decides whether the new solution should become the next
incumbent solution.

Possible choices for the acceptance criterion include the following [PP16]:

e Next Improvement: The constructed solution z” is accepted if it is better than x.

e Random Walk: The constructed solution is always accepted unless it is infeasible.
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Algorithm 3.3: Iterated Greedy

1 x < initial solution;

2 repeat

3 x’ « Destruction(x);

4 | 2"« Construction(z');

5 if acceptance criterion fulfilled then
6 x < a;

7 until stopping criteria fulfilled;

e Simulated Annealing like: A solution z” is always accepted if it is better than the

f@")—f (@)
current solution x. Otherwise it is accepted with probability e T , where T

is a parameter called temperature.

3.4 Linear Programming

Many problems, which are solvable in polynomial time, can be modeled as LP problems
in a natural way. They can then be solved using the Simplex Method developed by
Dantzig [Danl6]. An explanation of this method would go beyond the scope of this thesis.
Though it is worth mentioning that there are programming libraries, such as CPLEX!
and GUROBI?, which are highly optimized for solving such tasks.

Linear Programming, which is also known as Linear Optimization, deals with optimizing
mathematical models composed solely of linear relations between the decision variables.
To be more precise, an LP model consists of a cost vector ¢ = (cy,...,¢,), a vector of

T

unknowns x = (x1,...,2,) and a linear cost function ¢ x = Y ;" ; ¢;z; that we seek to

minimize over all vectors x, subject to a set of linear equality and inequality constraints.

Let My, My and Ms be finite index sets for each of which we are given an n-dimensional
vector a; and a scalar b;, used to form the i-th constriant. And let N7 and Ny be subsets
of {1,...,n} indicating which variables z; are constraint to be nonnegative or nonpositive,
respectively. Then the set of constraints is given as:

aiTX > b; Vi € My,
aiTX < b; Vi € Mo,
aiTX =1b Vi € Ms,
x; >0 Vj € Ny,
2; <0 Vj € Na.

"https://www-01.ibm.com/software/commerce/optimization/cplex—optimizer
2http://www.gurobi.com
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Even though LP is too restrictive for most problems, it is sometimes possible to find
subproblems which can be modeled as an LP. Two important subproblems for the RTPS
solvable using LP are presented in Chapter 4 and 8|

3.5 Statistical Evaluation

To check if a certain heuristic method produces better solutions than another method for
the same optimization problem in a serious experimental way, one has to make use of
a statistical hypothesis test. In this work we use the Wilcoxon rank-sum test [Wil45].
The null hypothesis of this test states that two independent samples were selected from
populations having the same distribution. The alternative hypothesis says that the
probability distributions of both populations are shifted against each other. The test
assumes that the observations are independent of each other.

The comparison of two heuristic methods involves the following steps. First both heuristic
methods have to be applied to a set of test instances a certain number of times, yielding
two samples X and Y of objective values x4, ..., T, and y1, ..., yn. Then all values from
both samples are combined in a single list of m + n values and sorted by size. Afterwards,
each value is assigned a rank, which is just the value’s position in the list if all values are
different. Now the Wilcoxon rank sum statistic can be computed as

W = (sum of all X ranks) — (1 +2+---+m).

This value W is then compared to critical values w, /3 and w;_,/2, where « indicates
the confidence level. The critical values for commonly used sample sizes are tabulated
in [WKW70]. The null hypothesis is rejected if W < wg /o or W > w;_q /2 in case a
two-tailed test is used. For a one-tailed test, only one of the above conditions has to be
used.

3.6 Parameter Configuration

After deciding which heuristic to use for solving a certain optimization task, one faces the
problem of determining good parameter values for it. For example, the IG metaheuristic
uses a parameter defining the destruction rate. A GA metaheuristic has several parameters
like the population size, the crossover and the mutation rate. For a VND one has to
decide which neighbourhoods to use in which order.

The task of finding a good parameter configuration for a given heuristic is called parameter
tuning and follows the following steps:

1. The set of available problem instances is partitioned into a training set T' and a
validation set V.

2. The heuristic’s parameters are tuned on the set T, meaning that a parameter
configuration # from as set of available configurations © is found, with which the
heuristic generates the best solutions on average.
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3. The heuristic is applied on V using 6 to see whether 8 is a good choice on a new
data set too.

A brute-force approach for parameter tuning in Step 2| works by first executing the
heuristic with each parameter configuration on every instance in 7' and finding the best
configuration by comparing their performance on all test runs afterwards. The main
issue with this approach is that a lot of computational time is wasted with the worst
parameter configurations even though it is obvious after few test instances that they
cannot compete with other configurations.

A method which counteracts this problem is called Racing [MM97] [BSPV02]. The idea
of Racing is to evaluate different parameter configurations in sequence and to discard a
configuration as soon as enough statistical evidence is available that it is worse than the
best configuration found so far. In case of F-Race this statistical proof is made using the
Friedman test [BSPV02]. By excluding configurations early on, the other configurations
can be evaluated more often given a certain time budget. Thus, more statistical evidence
is gathered for the remaining configurations, which is needed in order to select the better
of two configurations if both are very similar regarding their performance.

Balaprakash et al. [BBSO7] proposed iterated F-Race which is an extension of F-Race
that is suitable for very large configuration sets. It is an iterative procedure in which
each iteration first defines a probability measure over the parameter space using the best
configurations obtained from the previous iteration, then selects a subset of configurations
that are distributed according to the newly defined probability measure, and finally
applies F-Race on the selected configurations [BBS07]. The tool irace® implements this
method and we used it to conduct the experiments in Section |9.

3http://iridia.ulb.ac.be/irace/
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CHAPTER

Problem Formalization

This chapter presents the formal model for the PTPSP, which is the basis for all following
algorithms. Section [4.1] describes the given input data. For example, the set of all
working days on which a therapy can be scheduled is given by the variable D’. Section 4.2
defines the solutions space by explaining how a solution is represented and what criteria a
solution must fulfill in order to be feasible. The requirement that every DT of a therapy
must be scheduled on a day in D’ is one of these criteria. Furthermore, several auxiliary
variables are defined here, which help to formalize the problem. Finally, the objective of
the PTPSP is described in an informal way in this section as well. The next section 4.3
defines the objective function to be minimized and lists all constraints for the variables it
contains in a formal way. Both, the objective function and the constraints, use all three
types of variables: variables defining a solution, auxiliary variables and input variables.
The last section 4.4 is dedicated to an LP which is used to compute the optimal values
of a particular subset of the auxiliary variables.

4.1 Given Input Data

We are given the following input data.

e Times are generally specified in H"™* units of an hour.

o Let D ={0,...,np — 1} refer to the np days that need to be considered within the
planning period in the given order. Moreover, D’ C D denotes the subset of working
days where the treatment centre is actually open. We refer to the weeks covered by
D by set V. ={0,...,ny — 1}. Furthermore, let (J,¢y D, be the partitioning of D’
into ny subsets corresponding to the ny weeks.

17
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For day d € D/, let W, = [thart, and) be the fundamental opening time, i.e.,
the time window in which anything must be scheduled, including extended times
outside of the regular business hours.

Let R, implemented by R = {0,...,nr — 1}, denote the set of all (renewable)
resources. They include the following special ones:
rB: index of the beam resource

Rroems.  get of indices of the room resources

Each resource r € R is available on a subset of the working days D C D'
Moreover, each resource r € R is associated for each day d € D;*® with a single
service window (time interval) W, 4 = [WEir, Weid) C Wy, where Wikt < wend
are the start and end times, respectively. In addition, resources have defined
extended service windows. For each r € R and d € D;*® we are given W, 4 =
[Wstart pyend) C 1, where W5ttt and Weid denote the extended start and end
times, respectively, and I//I\/ﬁ?rt < Wstart < pprend < I//I\/f;‘ld holds. For some resources
the extended service window might be the same as the regular one on all days.
Therefore, we define the subset R C R of resources with actual extended service
windows, i.e., R={r e R|3d € D}Ces(vat;rt < Wffdart V Wﬁigd < Wﬁz’ld)}.

Furthermore, for each resource r € R and each day d € D;**, we are given unavail-

—>start T=rend

ability time periods Wy.g = Uy=o,.. w41 Wrdw With Wi g = W, 30, Wi g.,) C

= —start —end .
Wra, w=0,...,w.q— 1, where erfw and Wi,rihw denote the start and end time

of the w-th unavailability period. All these periods are non-overlapping, and sorted
according to increasing time.

We, thus, assume the service times of all resources to be cropped according to the
general opening times Wy. On the contrary, these general opening times are also
tightened based on the resource availabilities as far as possible, considering only
those time intervals in which any task might have a chance to be scheduled.

Unavailability periods are expected to neither start at the beginning of extended
resource availability periods nor to end directly at the end of extended resources
availability periods since otherwise the resources extended service window (and
possibly also the regular one) can be tightened accordingly.

The set of therapies to be scheduled is given by T', implemented by the index set
T =1{0,...,np — 1}. Each therapy t € T is associated with an ordered set of DTs
U; implemented by the index set Uy = {0, ..., 7 — 1}. Last but not least, each DT
u € U, is associated with a sequence of activities. As all activities of each DT are
always to be performed without any breaks in-between, we can ignore the activities
here in our optimization, except that certain resources are only needed at certain
times.

For each therapy t € T we are given

— a priority P > 0, which is typically 1,
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twmax

twmin and a maximal number n}

— a minimal number n; of DTs per week,

— a minimal number 6™ > 1 and a maximal number §/*®* of days between two

consecutive DTs.

The subset T' C T shall denote therapies which are actually remaining parts of
larger therapies whose first parts have already been fixed or completed. For those,
we are additionally given

— §t7,1 the nominal starting time of the DT within the last already fixed week
for therapy t € T.

For each DT u € U; we are given

— an earliest starting day d{?&n € D and a latest starting day ;3™ € D,

— ptu > 0 denotes the processing time for performing the DT,

— @ty € R denotes the set of resources required by the DT at some time,

— for each required resource r € Qi,, interval P, , = | ,ﬁﬁﬁt,ﬂegfr) NZ C
[0, pt,u) N Z denotes the time relative to the DT’s start in which resource 7 is
needed.

e Let 6™V denote a maximum intended time difference of the starting times of the
first activities of the DTs within the same week.

o Let 6™V denote a maximum intended time difference of the starting times of DTs
between two consecutive weeks.

4.2 Solutions, Feasibility, and Objective

A schedule (solution) is described by a tuple (Z,S), with

o Z ={Z, € D' |teT, ue U} denoting the days on which all the DTs are
scheduled and

e S={S.,>0|teT, uec U} denoting the starting times of the DTs at the
respective days.

To aid modeling we use the following further variables:

o V,,€{0,1} for t € T, v € V indicates with value one that therapy ¢ takes place,
i.e., has at least one DT, in week v.

e X;q€{0,1} for t € T, d € D’ indicates with value one that therapy ¢ has a DT at
day d.

19
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S’t,v for each therapy t € T and each week v € V corresponds to the nominal
starting time of the DT within the whole week v when the treatment takes place
in this week. The actual starting times within the week should not differ by more

than a given tolerance ™™V (soft constraint).

S&fft and S}f‘jt for r € ]%, d € D;* denote the first, respectively last, time resource
r is needed at day d.

oW corresponds for DTs u € Uy of therapies ¢ € T and DTs u € U; \ {0} of

therapies t € T'\ T to the violation of the maximum intended time difference of the
starting times.

o™ corresponds for weeks v € V' of therapies ¢ € T and v € V \ {0} of therapies

teT\ T to the violation of the maximum intended time difference of the starting
times of DTs between the two weeks v — 1 and v.

To be feasible, a schedule must fulfill the following requirements.

For each therapy, all its DTs must be scheduled sequentially at different days in
the given order.

For each therapy and for each week D! of treatment except the last, the number of
treatments has to be larger than or equal to min(n{"™n |D!|).

For each therapy, the number of treatments per week is not allowed to exceed

n%wmax .

Consecutive DTs of the same therapy have to be separated by at least 57 and at
most 0;°* days. The times at these days are not considered hereby.

For each DT u € Uy, its resource requirements specified by Q¢ and P, , must be
fulfilled at the time the DT is scheduled.

The objective is to

find a feasible schedule

which minimizes usage of extended time outside of regular service windows of each
resource in R at each day,

minimizes the finishing day Z; ;, of each therapy ¢t € T', weighted by its priority ¢,
and

minimizes the violation of the “intraweek” and “interweek” soft constraints.

The individual optimization objectives are roughly prioritized according to the order in
which they are listed.
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4.3

Mathematical Model

We now formulate a mathematical model that covers all aspects of the PTPSP using the

variables introduced above. Auxiliary function used(r, d, b) as well as constants Zp5,"",

earliest

StI"u, SY s S&U, and St[fv are described below.

extfront start first
min v Hunlt g g max (W3 — S5, 0) +

S.t.

reR debye

extback last end
Hunltz Z max S rda )

reR debpes

finish priority earliest
Y E Pt (Ztﬂ't _Zt Tt ) +
tGT

mtraw § E mtraw
Hunlt

teT uelU,\{0}

ST DD DR g
teT veV\ {ny -1}

Ziw = Dtu— = O Ve T, Yue U\ {0} (2)
Ztu — Zru—1 < 07 Ve T, Yue U\ {0} (3)
Z X;.q > min(nf™™" | D)

deD, VteT, YweV\{ny —1} (4)

ifY, =Y o1 =1

> Xea <™t Y, =1 VteT, YweV (5)
deD;,
Xpa+ X <1 vteT, YveV,

Vd,d € D' : d € max{D.)},
d emin{D, ,}, d —d=2 (6)

used(r, d,b) < 1 Vr € R, Vde D', vbe W.q (7)

bW, 4
|St0 _ St0| _ o_mtraw < 61ntr'1w lf ZtO c DO Vt c T (8)
1St — St7v| - U;g?:jmw < g if Zyu € D, VieT, YveV,
Yu e U\ {0} (9)
S0 — Si 1| — ol < FMOY i Y, g =1 vt e T (10)
S — S| — olters < gimterv iy, v, =1 vieT, voe v {0} (11)
Ziu=d—= X q=1 VteT, uwelU (12)
> Xia=m VteT (13)
deD’
Xt < Yio Vte T, YveV, Vde D, (14)
Vr e R, Vde D, VteT
Sﬁrst < St,u +Pt:>t;u;’t if Zt,u —d (S ) € ro €4, (15)
VUEUt|T‘€Qt7u
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Vr € R, Vd € D'®, Vt € T,

Syt > Sy + P i Zyw = d Vel |reQu (16)
AP < Zyo < A5 vt e T, Yu e Uy (17)
St < Siu <SP, VteT, Yu e U, (18)
SEy < o <SP, VieT, YoeV (19)
Wstart < gl < glest < e Vr € R, Vd € DI** (20)
giflgraw >0 vt e T (21)
oY >0 VteT, Yue U \ {0} (22)
ooy > g vt e T (23)
o™ >0 VteT, Yo eV \{0} (24)

Function

used(r,d,b) ={ue U |t €eT,r € QeuNZiy =dNb— Sty € Pryrtl (25)

provides the number of DTs that use resource r € R on day d € DI* at time b € Wr,d
(must always be either 0 or 1 in a feasible solution).

e Objective function (1) minimizes the use of the extended time windows in the front

and the back of a regular service window, the number of days the treatments are
finished later than their earliest possible finishing days and the violation of the
“intraweek” and “interweek” soft constraints. The part of the objective function
that minimizes the number of days the treatments are finished later than their
earliest possible finishing days involves constants Zte,iihe“, that represent the earliest
possible day treatment ¢ can be finished and are defined as:

a4 ([ s | = 1) (T ™)+ (r 1) i P =1

Zearliest _
t - : : .
b+ (e — 1o otherwise.

5Tt

(26)

Thus, only the days a treatment is finished later than Zﬁiﬁli“t are considered.

extfront extback finish intraw interw

Constants , Y , Y , Y , and -y are the weights for the
components of the objective function. To model the practical scenario these
constants need to satisfy the following relations:

,yextfront > ,yextback > ,yﬁnish (27)
,yintraw > ,Yinterw (28)

The following concrete values for the weight constants are assumed within the
context of this thesis:
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extfront _ 1
extback _ 1

finish _ 0.01
intraw __ 0.1

[
= =2 =2 =2

_ ,yinterw =0.1
Inequalities (2) enforce that all DTs of a therapy t are scheduled in the correct
order and the minimal required time between two consecutive DTs is adhered.

Inequalities (3) enforce that all consecutive DTs of each therapy t are scheduled

not more than the maximal allowed time §;"** apart.

Inequalities (4) guarantee that, except in the last week of a treatment, at least
n&"min DTs are scheduled per week.

Inequalities (5) guarantee that for all treatments ¢ at most n{*™2* DTs are scheduled
per week.

Inequalities (6) ensure that if on a Saturday and on the following Monday DTs can
be scheduled, that for each treatment only one of both days is used. This assures

that for each treatment there is a break of at least two consecutive days per week.

Inequalities (7)) enforce that the resource consumption never exceeds the resource
availability at any time during the operating hours.

Inequalities (8) and (9) represent the soft constraints that the starting times
of the activities should not deviate too much from the week’s nominal starting
times; deviations are determined by variables a,iﬁfraw and penalized in the objective
function. The first treatment is not considered here and therefore excluded for
therapies that have not yet started.

Inequalities (10) and (11) represent the soft constraints that then nominal times of
two consecutive weeks should not differ too much; deviations are determined by

variables J}tﬁferw and penalized in the objective function.

Inequalities (12)) and (13) link the Z variables with the X variables.

Inequalities (14) link the X variables with the Y variables.

Inequalities (15)) force Sf,i;j“ to be less than or equal to the starting time of all

activities using resource r on day d.

Inequalities (16) force S}fjt to be greater than or equal to the finishing time of all

activities using resource r on day d.

The domains of the DTs’ days are given by (17).
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e The domains of the starting times Sy, of the DTs are given in (18), where the

bounds Sgu and Sgu can be calculated as the minimum and maximum times for
which all resources required by their activities are available:

S&u =min{b | Vr € Qy, Id € {d{flum, codin (Wﬁfdart — Pttt < by} (29)

t,u,r

SP, = max{b | Vr € Quu, 3d € {dPin, ... dlax}(b < Wend — pptartyy (30)

Should the sets over which the minimum and maximum are determined be empty,
then the problem instance has no feasible solution.

The domains of the nominal starting times of the DTs gtﬂ, are given by (19),
where Stljv and ng can be calculated as follows for v € V! = {v | Ju € U; :
{dpin, ..., dP2*} N D}, # 0} C V of weeks during which DTs of therapy ¢ may be

provided:

St, =min{Sf, |[u € Uy A(t € TVu>0)A{d", ... .d™*} D, #0} (31)

tau ) u

Sy, =max{Sy, |u€ UyA(t € TVu>0)A{dMn, ... dP*} N D, # 0} (32)

u t,au u

For v ¢ V! bounds can be set to oo since the corresponding variables have no
influence on the model.

(20) restrict the domains of the variables ngft and S’E‘jt to be in the extended
service window (including the regular service window).

Inequalities (21) and (22), and Inequalities (23)) and (24)) restrict the domain of the

oltraw and oW variables to be non-negative.
k) I

4.4 Computation of Nominal Starting Times

To compute the intraweek and the interweek part of the objective function, the PTPSP
model from Section |4.3| uses the auxiliary variables §t,v that correspond to the nominal
starting times of DTs. The optimal values for these variables can be calculated in
polynomial time by solving an LP model. This LP model contains all the elements of
the PTPSP model which are involved in the computation of the intraweek and interweek
soft constraints. It is defined for each therapy ¢ separately and assumes that S;, and
Zt4 are fixed. It uses the following auxiliary variables:

Vi={veV|Y, =1}

Uo ={u e U|Zy € Dy} YoeV
Vi={(wv)eVix Vv =v+1}

S — min{S; ., |u € U}
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S = max{ S, |u € U}

The model’s decision variables are:

St Yo €V
o Yu € U; \ {0}
oy ifteT
o™ Vv e Vi \ {0}
oy ifteT

The function to be minimized is composed of those parts of the objective function |1

which contain the above decision variables:

1

: intraw 2 : intraw
min 7y [ unit Ot +
ueU\{0}
interw 1 2 : O_interw
v [ unit tv

veVi\{ny—1}

The decision variables are constrained by the following inequalities, which are also part
of the PTPSP model. Note that S; _1 is considered as constant.

’St,O _ St,O| < O_%fgraw 4 51ntraw

|St,u _ St,v| < o_glltiraw + 51ntraw

’St,O _ St,—l’ < O_glgerw 4 51nterw
Q Q interw interw
|St,v’ - St,v| < O v +90

intraw
T0 >0

intraw
Ut,u Z 0

interw
Ut70 Z 0

interw
Ut,v Z 0

S < Sy < S

ift € T A Zy € D
Yv € Vi,

Vu € Uy \ {0}

ift € T A Ziy € D
V(v,v") € Vy
ifteT

vu e U \ {0}
ifteT

Vo € Vi \ {0}
Yv e V;

e Constraints (33) — (40) are part of the PTPSP model.

(33)

W W w w
~N O Ot

=~ W
oS ©

~~ N /N /N /N N N/
IS (O8]
— co
N s N S N N NI

e Constraint (41) is derived from the PTPSP model constraint §tLU < gtw < §tUU
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The absolute values used in constraints (33) — (36)) can be linearized by splitting an

inequality of the form || <y into x <y and —z < y. For instance, the constraints (33)
are linearized to

St,O — §t70 < O'i%cmw + gintraw ift e T A Zt,O € D6 and
Svt’(] — S@O < O'ggraw + 6intraw ift e f VAN Zt70 € D6

The other constraints can be converted analogously.



CHAPTER

Neighbourhoods

This chapter presents the neighbourhood structures that serve as building blocks for
the two metaheuristics defined in Chapters 6| and 7. First the intra-day neighbourhood
structures are defined, which change the starting times S of DTs only but leave the day
assignments unchanged. Then the inter-day neighbourhood structures are explained,
which change Z by moving DTs to different days.

For modelling the intra-day neighbourhood structures, we exploit the fact that all DTs
on a day require the same beam resource B exactly once to define a unique sequence of

the DT's scheduled on a particular day. Let Gg = {(t,u) |t € T,u € Uy, Z;,, = d} be the

set of DTs assigned to day d € D’. We then encode a solution into a sequence ((t, u)ﬁﬁ‘i'

of DT's which is sorted by the times from which on they use the beam B, i.e., according
to Sy + P;EjrBt To evaluate the objective function we have to decode a sequence of DT's
to obtain an actual time assignment. Algorithm [5.1] shows this decoding for a given
working day d € D', its set of DTs G4 and a sequence ((t, u)z)ﬁ({‘ The procedure starts
by initializing the time marker C) to the earliest time a resource r becomes available. In
the main loop each DT in the sequence is assigned to the earliest possible start time at
which all resources are available. First, at Line 3| the start time Sy, is set to the earliest
time at which no required resource is used before the corresponding time marker. At
this time, the considered DT might still overlap with unavailability periods. If this is
the case, the DT is delayed in the inner while loop until all required resources become
available. At Line 7| the C; time markers are set to the times when the corresponding
resources become free after the just scheduled DT.

Starting from a solution (Z,S), a set N'(Z, S), containing the neighbours of (Z, S) in
an encoded form, will be defined. For the intra-day neighbourhood structures, for
example, a neighbour is encoded as a permutation 7 : {1,...,|Gq4|} = {1,...,|G4|} on

the index set of ((¢, u)i)‘Gdl which changes the order of the DTs on day d. The inter-day

i=1>
neighbourhoods employ different encodings for the neighbours, such as a tuple consisting
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Algorithm 5.1: Time assignment of a given sequence of DTs.

Input: A day d and a sequence ((t, u),-)l(j{| of DT's

i

1 O, W;?rt Vr € R, d € D*;
2 for (t,u) « (t,u)1,...,(t,u)g, do
3 | S maxeq,,(Cr — P,
4 | while 3r € Quu AIW, g0 € Wia : [Sew + P Sy + PR N W g # 0
do
—end
5 | | Siw=Wo, — prtart,
6 end
7 | Cr Spu+PES Vr € Quus
8 end

of a therapy’s index together with a number stating how many days the therapy is shifted.
The final neighbourhood N(Z,S) is then derived from N by mapping each encoded
neighbour to a solution (Z, S). How this is done depends on the encoding and is explained
for each inter-day neighbourhood structure separately.

Preliminary tests have shown that some neighbourhood structures produce neighbour-
hoods which are too big to be explored in a reasonable time. In order to reduce the
computational effort, filters will be introduced. A filter describes a subset Ni**(Z, S) of
neighbours which will not be evaluated by the local search. A neighbourhood with applied
filter is then defined as Nfltered(7 §) = A(Z, S) \ Nfilter(Z_S). Different filters can also
be combined. Let P and @ be two filters. Then N'(Z,S)\ (NT(Z, S)UNQ(Z, S)) defines
a set of neighbours which are accepted by both filters. In other words, only the most
promising neighbours are kept for evaluation. Contrarily, N'(Z, S)\(NT(Z, S)NN?(Z, S))
defines a set of neighbours which are accepted by at least one of the filters.

5.1 Permuting Daily Treatments

The first intra-day neighbourhood structure, abbreviated as N gj, considers permutations
of ¢ DTs within day d. For instance, ./\/’25:61[(2, S) contains all solutions resulting from
exchanging two DTs on day d. We further define ./\/'237]13, = Ugen ./\/’25611 in order to simplify
the definition of IG and the 2PA in the next chapters.

The set of encoded neighbours ./VCSC}(Z ,S) is formally defined as the set of all permutations
m:{l,...,|Gal} = {1,...,|Gql|} of the DTs on day d with |[{(m,n) € 7 |m #n}| <c. A
final neighbour is constructed by decoding ((t,u)x(1); -, (t,%)x(|c,)) using Algorithm 5.1.

The following filter operations are employed to reduce the search space:

1. The adjacent filter causes the DTs’ starting times to change only slightly by
ensuring that only adjacent DTs change their places. To formalize this filter, let
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T € J/\V/'CS(}(Z7 S) and X = {m | (m,n) € m,m # n}. Then this filter accepts the
neighbc;ur if (max X — min X) < ¢. An application of this filter makes sense if the
DTs are already in the right place regarding the resources’ availability periods,
but the way they are interleaved with each other could still be improved. As
for the intraweek and interweek softconstraints, we assume that the DTs of a
therapy already start at roughly the same time on a day. Therefore, if a DT is
moved to a very different starting time, we can expect the intraweek and interweek
softconstraints to be violated to a higher degree. Such changes are excluded by this
filter. The neighbourhood’s size is reduced considerably by this filter: For any day
d the neighbourhood N;:CII(Z, S) contains % solutions, which is quadratic
in |G4|. The filtered neighbourhood contains only |G4| — 1 solutions.

2. The gap filter rejects all DT permutations 7 that increase the number of times an
irradiation room is used in a row. The rationale of this definition is that the beam
is idle between two consecutive DTs taking place in the same irradiation room,
which may lead to an increased usage of the extended time windows.

3. The nominal starting time (NST) filter considers the gt,v values for all therapies ¢
scheduled on the considered day d, where v is the week of d, i.e. d € D,,. It computes
the aggregated deviation of the DTs’ starting times from the corresponding nominal
starting times Sy, before the move as A = S{max(0, abs(S;,, — Sy ) — 6™12V) |
teT,uecU,(t,u) € Gq}. Let (t,u); be a DT from the sequence of DTs before the
move. Let further j = (i) and (¢/,u’) be the j** DT in this sequence. Then the

starting time Sy ,, that (Z,u) would have after the move is estimated as S; ,, = Sy ..

Based on this estimation, the aggregated deviation of the nominal starting times
from the starting times the DTs would approximately have after the move is

calculated as A’ = S {max(0, abs(S;,, — tu) — 0 [t e Tou € Uy, (t,u) € Gq}.

This filter then accepts the neighbour if A’ < A.

5.2 Moving Daily Treatments

This intra-day neighbourhood structure, abbreviated as AN’92, moves a DT to a different
place within a day d of the encoded solution. We further define N5? = Uyepr N3? in
order to simplify the definition of the 2PA and IG in the next chapters.

This neighbourhood structure is defined similarly to the insertion neighbourhood from
[PR14]. Let ((¢, u)l)ﬁ‘i| be the encoded solution of DTs on day d and 7 = (1,...,|Gq4|)
its index sequence. The N dS 2 neighbourhood of the encoded solution is the result of the
consideration of all pairs of positions j,k € {1,...,|Gq|} of 7, j # k, where the DT in
position j is removed from the encoded solution and inserted in position k. The resulting
index sequence after such a movement is

7r(j7k):(1,...,]’—1,j—|—1,...,k:,j,l<:—|—1,...,]Gd|)

if j <k, or
7’['(]-7]{):(1,...,]€—1,j,k,...,j—1,j—|—1,...,’Gd‘)
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if 5 > k. The set of moves [ is defined as
IT={(k)|]#k1<4k<|Ga|Nj#k—1,1<j<|Gq|,2<k<|Gal}

and the set of all encoded neighbours J\NdeZ(Z ,S) is defined as the set of all permutations
(i) With (j, k) € I. A final neighbour is constructed by decoding the reordered sequence
of DTs ((¢,u)r(1), -+ (t, %) x(|c,))) ON day d using Algorithm |5.1.

This neighbourhood structure supports the gap and NST filter from N ds L. The adjacent
filter is not employed because instead of moving a DT to a neighbouring position, one
can use N [lg 1 to get the same DT sequence.

5.3 Moving Daily Treatments across Day Boundaries

The first inter-day neighbourhood structure, abbreviated as N4!, moves a DT u of a
therapy ¢ to a later (or earlier) day and re-assigns all daily treatments of ¢ conflicting
with v to new days.

The set of encoded neighbours for a solution (Z, S) is defined as NZ1(Z, S) = {(t,u,r) |
t € T,u € U1 € {0,1}}, where r denotes the direction into which the DT (¢, u) should
be moved.

A final neighbour is constructed by Algorithm |5.2. Suppose, the algorithm is called with
(to,up,r) where r = 1 indicating that the DT (tg,uo) should be moved to a later day.
Between Line 2 and 6, all DTs after (to,ug), including (¢g,ug) itself, are removed from
the schedule. Line 13| assigns DT (to, up) to the first working day which has all required
resources for it. In Line |15/ all DTs which have been removed previously are assigned
to days after the newly assigned DT (¢g, ug). Function check constraint n"™™" returns
false if Constraint 4 of the formal model is violated, which is the case if not enough DTs
are assigned to a week.

Function schedule dt_ after(Z, S, t,u,d) tries to assign the DT (¢,u) to a day d' >
d, minimizing (d’ — d) while respecting the constraints 2, 3, 5 and 6 of the formal
model as well as the resource requirements and availabilities. The function returns
d or —1 if the DT could not be assign to a day, s.t. a feasible schedule results. The
function schedule_dt_before(Z, S, t,u,d) is defined analogously but tries to assign DT
(t,u) to a day d’ < d, minimizing (d — d’) instead.

5.4 Moving Therapies

This neighbourhood structure, abbreviated as AN'42, moves whole therapies by moving
every DT of a therapy by at least n days, where n takes on all sensible values.

The set of encoded neighbours for a solution (Z, S) is defined as N'42(Z, S) = {(t,n) €
T x Z\ {0} | 1o — 2o <n < dj§* — Zio}-
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Algorithm 5.2: Decoding a neighbour from N2t
Input: An encoded neighbour (tg, ug, )

1d<+ Zto,uo;

2 Upart < {u €U | (r=0—-u<u)A(r=1—-u>up)k;

3 for u € Upgrt do

4 | Z99 — Ziyus

5 Ziou < —1; // remove day assignment in solution
6 end

7 if r =0 then

8 if schedule__dt_before(Z,S,tg,u,d) = —1 then return false;

9 for (u <+ up— L;u>0;u <+ u—1) do

10 ‘ if schedule__dt_before(Z, S, to, u, Zt%l’du + 1) = —1 then return false;
11 end
12 else if r =1 then

13 if schedule_dt_after(Z,S,tp,u,d) = —1 then return false;

14 for (u < up + 1;u < maxUpgq;u <~ u+1) do

15 ‘ if schedule_dt_after(Z, S, to, u, Zt‘z)% — 1) = —1 then return false;
16 end
17 end

if check constraint_n"™™"(Z, S, ty) = false then return false;
return true;

-
©

A final neighbour is constructed by Algorithm [5.3 Assume the algorithm is called with
(to,n) where n > 0, indicating that each DT of therapy ¢y should be provided at least
n days later. The loop in Line [1] removes all day assignments of therapy ¢y from the
schedule. Line 10 schedules the first DT of the therapy, s.t. it is provided ezactly n days
later. The loop in Line |17 schedules the remaining DT, s.t. they are provided at least n
days later. If n < 0, the last DT of the therapy is scheduled to an earlier day in Line |10.
Afterwards all remaining DTs are scheduled to earlier days in Line [12. The functions
occurring in this algorithm are explained in Section 5.3\

5.5 Shifting Therapies

In a nutshell, this neighbourhood structure, abbreviated as AN'43, moves whole therapies
t by assigning every i'" DT, i € Uy, of t to the (i +n)™ DT’s day of ¢ for a sensible range
of values for n. The first or last |n| DTs of the therapy are scheduled on the latest or
earliest days, respectively, s.t. all constraints are satisfied.

Let I = max( ?fén — Ztp, —7¢) denote the lower bound for n and u = min(di§™ — Zt 0, 7¢)
denote the upper bound. Then the set of encoded neighbours for a solution (Z,S) is
defined as N23(Z,8) = {(t,n) e T x Z\ {0} | | < n < u}.
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Algorithm 5.3: Decoding a neighbour from NZ2

© W N o Uk W N =

10
11
12
13
14
15
16
17
18
19
20
21
22
23

Input: An encoded neighbour (tg,n)
for u € Uy, do
Z2%, — iy u;
Lo — —1; // remove day assignment in solution
end
if n <0 then
‘ ug < 17 — 1;
else
‘ ug +— 0;
end
if schedule_dt(Z, S, to, uo, Z£'%,, + n) = false then return false;
if n <0 then
for u < up—L;u>0;u<+u—1do
dbefore — Ztoolit 4+ 1;
d ¢ schedule_ dt_ before(Z, S, to, u, d**%re);
end

else

for u <~ up+ L;u < 1;u < u+1do

dafter i Z%i +n— 1;

d + schedule_ dt_ after(Z, S, to, u, d**e");
end

end
if check _constraint_n"™™"(Z, S, ty) = false then return false;
return true;

A final neighbour is constructed by Algorithm [5.4. Suppose, the algorithm is called
with (tg,n) where n = 1, indicating that each DT of therapy to (except for the last one)
should be assigned to the day of its subsequent DT. The loop in Line 2/ removes all day
assignments of therapy ¢y from the schedule. In Line 6| every DTs, except for the last
one, is assigned to the day of its subsequent DT. Finally, the loop in Line |18| assigns the
last DT to the next working day which provides the required resources. The functions
occuring in this algorithm are explained in Section [5.3|
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Algorithm 5.4: Decoding a neighbour from NZ3

© W g O Utk W N

NNN NN R E R R R e e
B W N R O © ® N0 N W NN = O

Input: An encoded neighbour (tg,n)
Upart < {u € Uy, | max(0, —n) < w < min(max(Uy,) — n, max Uy, ) };
for u € Uy, do

1d .
Zl?o,u — Zt(),U7

Zigu < —1; // remove day assignment in solution

end
for u € Upyry do
‘ if schedule_dit(S,to, u, Zt%%+n) = false then return false;
end
Utest < U, to \ U part;
if n < 0 then
d <+ Zfol%;
for (u < max Upes;u > 0;u <+ u — 1) do
d «+ schedule__dt_ before(S, tg, u, d);

if d = —1 then return false;
end
else if n > 0 then
d <+ Zl%lfi%_l;

for (u < min Upes; u < Typ;u < u+ 1) do
d < schedule__dt__after (.S, to, u, d);
if d = —1 then return false;

end

end

if check__constraint_n"™"(S, ty) = false then return false;
return true;
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CHAPTER

2-Phase Approach

This chapter presents a heuristic search method for solving the PTPSP, which acts in
two phases. The first phase of the 2-Phase Approach (2PA) starts with a day assignment
created by TWCH and applies a VND method on it, which is composed solely of inter-day
neighbourhood structures. After reaching a local optimum, the second phase starts by
greedily assigning the DTs to starting times using TWCH’s time assignment phase.
Afterwards a VND which consists of the intra-day neighbourhood structures ./\/'2*?]13/ and
NQSJ%, optimizes the DTs’ starting times without changing their day assignment. The
algorithm terminates when this VND reaches a local optimum.

An important aspect which has to be considered is that the gt,v values may become
suboptimal during a move operation and need to be readjusted by solving the LP model
4.4. If this is done before every solution evaluation, the objective function is guaranteed
to compute an accurate value. However, preliminary tests have shown that the local
search is by far too time consuming if new values for the §tﬂ, variables are computed
for each evaluated neighbour. This is mainly due to the fact that each time the values
of the S’Vt,v variables are updated, possible improvements can be found on days other
than the currently considered one. In order to reach sufficient performance of the local
search component, we have to limit the number of times the §tyv variables are computed.
We achieve this by including a pseudo neighbourhood structure S as last considered
neighbourhood of the second VND. This S (Z,S) pseudo neighbourhood contains exactly
one neighbour resulting from a reevaluation of the model from Section |4.4. The §tﬂ,
variables are updated only when the intra-day neighbourhood structures have reached a
local optimum on all days. If the recomputation improves the objective value, the first
intra-day neighbourhood structure from the VND is evaluated again.

A crucial aspect of the 2PA is the choice of neighbourhood structures and the order
in which they are used in the VNDs. Since we did not know with certainty which
neighbourhood structures perform best in this context, we made a decision on the basis
of statistical tests. Section 9.2 explains how this was done.
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Iterated Greedy Approach

This chapter presents an IG algorithm for solving the PTPSP. As explained in Chapter 3,
an IG algorithm starts with a solution created by a construction heuristic and repeatedly
applies a destruction and a construction phase to obtain better solutions. Frequently, a
local search algorithm is applied to the initial solution and after the construction phase to
further boost the performance. Preliminary results of this approach have been published
in [MHRRI7]. Note, however, that 4™V and %™ were both set to 0 in this paper,
instead of 0.1.

The initial solution of the proposed IG is computed using TWCH from [MRSR16], which
is explained in Chapter 2. The remaining components of the IG are discussed in the
following sections.

7.1 Local Search

The design of the neighbourhood used within the IG’s local search component depends on
several factors. As real world instances are expected to be quite large, the main challenge
is to find neighbourhoods that can be searched rather fast, still allowing to complete
a reasonable number of iterations of the IG, while improving the solution significantly
in most cases. To achieve this, we restrict ourselves to a local search method that is
only able to modify the starting times of DTs, i.e., the day assignment is considered
to be fixed. Hence, we are only able to improve on the objective function terms that
consider the use of extended service windows and the violation of the interweek and
intraweek soft constraints. The local search uses the neighbourhood structure Nf}),,
which maps a solution to a set of all possible neighbours that result from exchanging
two DTs on some working day d € D’. To accelerate the local search procedure we
restrict the neighbourhood structure to the most promising moves by applying the filters
adjacent and gap in such a way that a move is only evaluated if both considered DTs are
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either adjacent in sequence ((t, u)l)ﬁﬁl or it is likely that an exchange produces a tighter

scheduled day.

Similar to the VND of the 2PA from Chapter |6, /\/'25711)/ is combined with a pseudo

neighbourhood structure S in a VND-like way, which causes the gt,v variables to be
updated by reevaluating the model from Section [4.4.

7.2 Destruction and Construction

The destruction and construction phase of the IG from Maschler et al. [MRSR16| consists
of removing the DTs of randomly selected therapies from the schedule, followed by
applying TWCH’s day assignment for the removed therapies and solving TWCH’s time
assignment from scratch. However, w.r.t. the local search algorithm from Section 7.1
discarding the whole time assignment during destruction and construction is disadvan-
tageous since no parts of the old time assignment of an affected day are transferred to
the new one. We overcome this drawback by replacing TWCH’s day assignment with
an insertion heuristic which preserves the sequence of unchanged DTs and inserts the
removed ones in a greedy way.

Algorithm [7.1] shows the used destruction and construction phase in detail. It starts by
invalidating the day and time assignment of § - ny randomly selected therapies, where
B € (0,1] is the destruction rate. Afterwards, TWCH’s day assignment is applied to
reassign the DT's of the removed therapies to potentially new days. The insertion heuristic
for the time assignment, which is inspired by the NEH heuristic [NEH83], is defined in
the foreach loop at Line 3|and is applied for each working day. It starts by initializing G4
to the set of DT's that have been assigned to day d and which have not been removed by
the destruction phase. Analogously, G/, is defined as the set containing all DTs assigned
to day d that have been removed and for which a new starting time has to be found.
As with the neighbourhood structures, a unique sequence ((t,u);) Ei', named s, can be
defined by sorting the DT's according to the time they first require the beam resource. In
each step a not yet considered random DT from G, is inserted at all possible positions
of the sequence s and scheduled using Algorithm [5.1. All of these |G4| + 1 partial time
assignments are compared and finally the best one is kept. To this end a sequence is
considered better if the objective value, which depends on the extended time used and
the violation of the interweek and intraweek soft constraints, is smaller. In case of a
tie we prefer the option with the smaller makespan. The rationale behind the latter
criterion is that in particular after destruction many insertion points allow scheduling
the sequence without use of extended service windows. Preferring a smaller makespan
typically results in a tighter packed schedule and hopefully retains better options for the
still to be inserted DTs.



7.3. Improved Iterated Greedy

Algorithm 7.1: Destruction and construction phases.
Input: A solution (Z,S)
1 select a set T” of 3 - np random therapies and remove their day and time
assignments;
2 apply TWCH’s day assignment for the set of removed therapies;
3 foreach d € D do

4 Gd<—{(t,u)|t€T\T’,u€Ut,Zt7u:d};

5 Gl A{(t,u) |t €T ue U, Zs, =d};

6 foreach (¢',u') € G/, do

7 let s be a sequence ((t, u),)lﬁ‘i' of G4 resulting by sorting the elements

according to St + PP

8 best_obj < 0o; best_ MS < 00; i, < ();

9 for i <1 to |G4| +1 do

10 s ((t, u)l, cey (t, u)i,l, (tl, u’), (t, u)i, cey (t, u)‘(;d|);

11 schedule s’ with Algorithm 5.1}

12 obj + objective value of the current partial solution;

13 MS + makespan of current day d;

14 if obj < best_obj V (obj = best__obj A MS < best_ MS) then
15 best_obj < obj; best_ MS < MS; s} . < s

16 end

17 end

18 schedule s; ., with Algorithm 5.1;

19 Gd<—GdU{(t',u’)};

20 end
21 end

7.3 Improved Iterated Greedy

Compared to the 2PA, the IG has the advantage of being able to escape local optima due
to the destruction and construction phase. However, it can be expected that the local
search phase of the IG is less effective than the VND of the 2PA because it uses only a
single neighbourhood to optimize a solution. So an obvious improvement to the IG is to
use a VND in the local search phase. To be precise, the improved 1G works as follows.

We first generate a day assignment using the first phase of TWCH. This day assignment
is improved by a VND that is composed of inter-day neighbourhood structures. Then the
DTs are greedily assigned to starting times using the time assignment phase of TWCH.
Afterwards, the starting times are optimized by a VND which consists of intra-day
neighbourhoods.

The destruction and construction phase removes the DTs of randomly selected therapies,
which are then reassigned by applying TWCH’s day assignment. The day assignment
of these DTs is then improved using a VND that consists of inter-day neighbourhoods.
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Then TWCH’s time assignment phase is applied, followed by a VND that optimizes the
starting times of the DTs. Note that the VNDs of the construction phase comprise the
same neighbourhood structures as the VNDs that are applied on the initial solution.
Section 9.2 shows how the neighbourhood structures were selected.



CHAPTER

Postprocessing

All neighbourhood structures use Algorithm [5.1] for assigning the DTs to starting times.
This method is designed to generate a tight schedule with as little use of extended time
as possible in an efficient way, which makes it a reasonable decoder for a local search
method. However, a schedule where each DT is scheduled as early as possible may not
be optimal due to the intraweek and interweek soft constraints which penalize a solution
where the DTs of a therapy do not start at roughly the same time. In this section, an
LP model is presented which is used to improve a given schedule by introducing breaks
between consecutive DTs. It is indended to be applied as a post-processing step.

We assume that a start solution is given by

o 7' ={Z,,€ D' |teT,uc U} denoting the days when all the DTs are scheduled,

e 8" ={S5,>0]|teTuc U} denoting the starting times of the DTs on the
respective days, and

° §£U for each therapy ¢t € T and each week v € V' denoting the nominal starting
time of the DTs within the whole week v when the treatment takes place in this
week.

The idea of the model is to shift DTs s.t. their respective order w.r.t. the use of the
beam, specified by the input solution, does not change. Moreover, a D'T’s position w.r.t.
unavailability periods of its required resources is not modified. Fixing all these properties
allows us to formulate a linear program which can be efficiently solved.

We formulate the model for a specific day d € D’ in week v € V : d € D,, in terms of the
following additional sets and constants:

o T'={t|teT, 3uel,Z], =d}, denoting the therapies scheduled on day d.
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o G'={(t,u) |t €T ucly Zi, = d}, denoting the DTs on day d.

o G4 ={(t,u,t',u) | (t,u) € G% (¢, ') € G4 (V(t*,u*) € GY i S e + Pt p <
b+ PEMEN Spe e + PR p > S+ Pittp) ), defining the successor for every
DT w.r.t. the beam resource.

start —end

e W, 4 denoting the set of all unavailability periods [Wr,dyw’ W, dw

r € R on day d.

) for resource

—start —end Evel
before T/ start rrend {Wr dru” Wirll w) < Wr’d7
o Kpsfore = max | {3t L U W

t,u,r r,d,w for every (tv U) €

—>start st art

Wrdw < Stu+ tau,r

G4 and r € Q¢ ., denoting the end of the last unavailability period of resource r
before DT (¢, u).

—start —>end el
[ r,d,w? Wr,d w) € WT d>

start start
Wr,d,w t U Pt u,r

o JAfter — pip {Wend} potart for each (t,u) €

tau,r r,d,w

G? and r € Qy., denoting the start of the first unavailability period of resource 7
after DT (¢, u).

The model uses

e starting time variables S;, for each DT (¢,u) € G,
e variables amtraw for tracking the intraweek costs for each DT (t,u) € G,

e variables Sﬁ“'t and Slaﬁt for tracking the first and last time, respectively, each
resource r € R is used, and

e variables y; ,,, denote the release time of resource r € R for each DT (t,u) € G,

The model reads as follows:

min ,Yextfront Z max (Wstdart SﬁilStv ) +

r

reR
,Yextback Z max (S}ixst Wﬁrclld’ ) +
reR
mtraw Z Ulntraw
(tu)eGe
scatter scatter
v > e
reRbcatter
last first end start
S S Z (Ptur Ptur) (1)
(t,u)€GY,
TGQt,u

42



s.t. [Stu — Stv’ — o < g Vit u) € G'iu>0vtel (2)
Sﬁrst < Spu+ tszait V(t,u) € G Vr € Quy (3)
S > gy V(t,u) € G Vr € Qu (4)
Sta+ PO < Yt W(tu) € GYVr € Qua (5)
Yeaiw < Yo V(t,u,t',u') € G Vr € R\ Qu (6)
Ytnr < Sy + pstart Y(t,u,t',u') € G Vr € Qi (7)
Ksz?«re < Stut ftua?t v(t,u) € G4 vr Qru ®
St + Piug < Kius! Vitu) €GLIEQu (9)
Stu < Stu < Stu v(t,u) € 61 (10
Wstart < Sﬁrst < Slast < Wend Vr € R (11)
ol > V(t,u) € G? (12)
WA < gy e < WY V(tu)e GLYre R (13)

(1) provides the objective function.
(2) calculates the intraweek violation.

(3), (4) set variables that track the earliest and latest time each resource is used.
(5) sets release time for used resources.

(6) set release time for unused resources.

(7) sets a DT’s starting time, s.t. it does not use a previously used resource.

(8), (9) ensure that the unavailability windows are respected.

The remaining constraints impose domain restrictions; especially note the Sfmt <
Slast
st






CHAPTER

Computational Study

This chapter shows the experimental results of local search using the individual neigh-
bourhood structures, the two-phase approach and the iterated greedy metaheuristic.

The benchmark instances were created in such a way to describe the expected situation
at MedAustron as well as possible. We use 40 benchmark instances which can be divided
into four groups of 100, 150, 200 and 300 therapies per instance, respectively. In the
following, an instance name encodes the number of therapies followed by a consecutive
number. Each therapy has to start within a window of 14 days and consists of up to 35
DTs, reflecting the duration of real particle therapies. Each DT requires as resources
at least the beam for a relatively short time interval and one of three irradiation rooms.
The beam and the three rooms are regularly available from W5 for 14 hours and have
an extended availability period of 10 hours. There are further resources, such as the
personnel, which are, however, sufficiently dimensioned to be not the primary reasons
of substantial use of extended service time. The first DT of each therapy needs to be
provided before noon on Monday or Tuesday. This constraint is modeled by introducing
an additional resource that spans half of the regular opening time on these two weekdays.
For more details on the instance generation, see [MRSR16].

9.1 Local Search

This section shows the performance of the local search method, defined by Algorithm 3.1,
using the neighbourhood structures defined in Chapter |5. We will show that the selection
of the neighbourhood structure has a great impact on the final solution’s objective value,
the number of moves which are needed to reach a local optimum as well as the total
runtime of the algorithm. We will also compare different step functions and show that
the next improvement step function with a randomized order of neighbours is superior to
the other ones.
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Figure 9.1: Relative differences between the average objective value of TWCH and the
average objective values of a local search with both step functions using neighbourhood
structure /\/’23 1. All three filters are enabled. The values are calculated as 100% - (objr —
objr)/objr, where objr denotes the average objective value of TWCH and objy, represents
the average objective value of one of the local search methods.

The initial solution for the local search method is generated with TWCH. Table 9.1
shows the average objective values for these initial solutions together with their standard
deviations on all instances over 30 runs. All experiments in this section are performed
without a time limit.

9.1.1 Intra-Day Neighbourhood Structures

Because local search can be used with both next and best improvement, we first have to
find out which step function is better w.r.t. our problem setting. To that end, we applied
the local search method first with next improvement and then with best improvement
using the neighbourhood structure stcll We enabled all three filters in this experiment
because it turned out that a local search with sté using the best improvement step
function may take over an hour to reach a local optimum if some of the filters are
disabled. When applying next improvement, the enumeration of the neighbours is also
randomized. Table |9.2| shows the performance of local search with both step functions
using neighbourhood structure J\/Qsé with all filters enabled. Figure 9.1 shows the relative
difference between the average ol;)jective values of these local search methods and the
average objective value of TWCH.

The test results show that a single move with the next improvement step function takes
much less time because each step searches in general only a small part of the neighbour-
hood, whereas the best improvement step function searches the whole neighbourhood
for the best solution in each step. A local search using the best improvement strategy
even exceeds an hour on the largest instances if all filters are disabled. And such long
convergence times are unacceptable if the neighbourhood to be explored is only a part of
a more complex heuristic search method like the 2PA or IG. A more thorough analysis of
individual runs has shown that randomizing the order of the neighbours helped to remove
a bias towards exchanges at the beginning of the days. This leads to shorter iteration
times, especially at the end of a local search run. Regarding the average objective values,
however, there is almost no difference. A Wilcoxon rank sum test with a significance
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Instance obj o(obj) t[s]
100-01  151.36 5.16 0.30
100-02  209.27  13.30 0.30
100-03 98.70 4.15 0.30
100-04  171.57 6.29 0.40
100-05  164.75 8.41 0.30
100-06  130.85 6.08 0.30
100-07  132.00 6.34 0.30
100-08  179.88 6.03 0.30
100-09 97.06  6.38 0.30
100-10  164.35 5.72 0.40
150-01  226.93  8.08 0.60
150-02  367.83 8.97 0.60
150-03  276.50 7.22  0.60
150-04  217.41 6.86 0.60
150-05  191.88 9.67 0.50
150-06  394.33 10.37 0.60
150-07  342.74 9.10 0.50
150-08  342.38 6.09 0.60
150-09  306.89 9.82 0.50
150-10  250.77  9.62 0.60
200-01  373.13 1045 0.90
200-02 368.83  6.55 0.80
200-03  285.77 7.20 0.90
200-04 34590  9.54 0.80
200-05  318.00 9.03 0.90
200-06  288.30 9.57 0.90
200-07  221.67 7.35 0.80
200-08  226.95 9.24 0.80
200-09  231.98 8.48 0.80
200-10  501.41 9.01 0.80
300-01  335.84 10.49 1.70
300-02 54220 16.30 1.70
300-03  353.66 13.43 1.60
300-04 576.11 16.46 1.70
300-05  340.53  8.66 1.60
300-06  375.81 9.77 1.70
300-07  296.57  9.08 1.60
300-08  307.13 10.96 1.60
300-09  258.59 6.73 1.60
300-10  310.35 1045 1.50

Table 9.1: Average objective values obj of 30 runs, corresponding standard deviations
o(obj), and median processing times for TWCH
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Instance Nﬁgcll (next improvement) ./\/’255 (best improvement)
obj o(obj) Moves t[s] obj o(obj) Moves t[s]

100-01  145.27 6.31 181.50 0.50 146.24 5.50 160.50  5.50
100-02  204.35 11.15 151.50 0.50 205.88 10.53 134.00 5.50
100-03 94.47 432 93.00 040 93.24 3.47  79.00 2.20
100-04 166.33 7.27 106.00 0.50 168.76 8.03 91.00 3.20
100-05 159.17 6.90 123.50 0.50 158.30 7.29 117.50 4.40
100-06 127.09 5.90 9850 0.50 125.66 7.10  79.50 240
100-07 129.26 8.18 87.00 0.50 129.12 5.40 71.50  2.10
100-08 176.69 6.64 120.50 0.50 175.66 6.48 104.00 3.70
100-09 92.65 6.26 91.00 0.40 92.15 5.59  74.00 2.10
100-10 159.83 6.54 96.50 0.50 159.27 6.42 90.00 3.30
150-01 223.63 8.81 170.50 0.90 219.88 9.25 14750  9.50
150-02  360.15 9.98 219.50 0.90 362.35 7.76  198.50 12.80
150-03 273.08 5.84 12750 0.80 272.47 7.51 109.00  5.90
150-04 209.81 5.69 182.00 0.90 208.37 6.87 157.00 9.00
150-05 183.47 871 17250 0.70 181.98 8.11 150.00 7.30
150-06  386.90 10.45 226.00 0.90 387.79 8.09 193.00 11.10
150-07  332.12 8.09 170.00 0.80  334.80 8.53 149.00 7.90
150-08 339.50 7.59 140.00 0.80 335.75 8.44 120.00 6.10
150-09  299.35 10.14 171.00 0.80 300.52 9.79 157.50  8.60
150-10  242.04 9.08 200.00 0.90 242.08 8.05 184.00 10.50
200-01 366.02 8.24 246.50 1.20 362.13 8.59 215.50 18.20
200-02  357.07 5.26 29250 1.30 357.84 5.92  247.50 20.20
200-03  276.39 6.56 167.50 1.20 278.27 5.83 151.00 9.30
200-04 336.43 7.06 25450 1.20 338.68 7.57 227.50 18.40
200-05 302.81 8.57 306.50 1.30 304.53 8.48 257.00 20.90
200-06 279.26 6.29 207.00 1.30 278.19 4.97 176.50 15.40
200-07 213.87 7.02 226.50 1.20 212.36 7.23 194.00 14.30
200-08  209.50 7.98 296.50 1.20 211.79 10.20 239.00 17.40
200-09 221.60 6.90 254.00 1.20 219.61 6.91 220.00 15.10
200-10  491.50 7.13 261.00 1.20 493.57 7.39 221.50 17.00
300-01 314.72  12.24 376.00 2.30 314.49 9.98 332.00 39.70
300-02 522.09 16.17 415.50 2.30 520.66 12.70 360.50 42.60
300-03  333.45 10.72 436.00 2.20 33440 11.55 356.00 39.10
300-04  560.93 14.12 307.00 2.40 564.59 17.84 280.50 33.90
300-05  319.66 10.30 363.00 2.30 319.70 10.41 304.00 33.30
300-06  355.57 11.05 396.00 2.30  356.74 9.82 337.00 39.60
300-07 277.07 8.94 444.00 2.30 274.94 8.27 354.50 43.20
300-08 289.37 10.89 413.50 2.20 288.41 11.84 351.00 37.40
300-09  237.50 8.13 412.00 2.20 237.71 8.31 329.00 40.30
300-10 292.06 8.94 432.00 2.10 289.66 10.73 374.00 40.90

48 Table 9.2: Average objective values obj of 30 runs, corresponding standard deviations
o(obj) as well as median number of moves and median times for a local search with /\/'255
using next improvement and best improvement. All three filters are enabled. The initial
solutions were generated with TWCH.
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Figure 9.2: Relative differences between the average objective value of TWCH and the
average objective values of a local search with ./\/’25611 and J\/}:qcll The values are calculated
as 100% - (objr — objr)/objr, where objr denotes the averaige objective value of TWCH
and objy, represents the average objective value of one of the local search methods.

level of 95% shows that the best improvement step function indeed does not perform
significantly better. Because the objective values with both step functions are similarly
good, the running time is the decisive criterion. Therefore, the next improvement step
function with a randomized order of neighbours is used in all later experiments.

In Section 5.1 we described a more general neighbourhood structure to permute ¢ DT's
within a day d, denoted as J\/CS(} To see the effects of a large number of permuted DTs,
we have executed one local search with ./\/'25 é and another one with N};g ; on the benchmark
instances and compared their results. It turned out that the neighbourhood size is too

large for the local search to converge with ¢ = 3 in a reasonable time if no filter is used.
Hence, we limited the search space for both local search runs using the adjacent filter.

Table 9.3 shows the results for all benchmark instances. It can be seen that the solutions
generated with ¢ = 3 are on average by 5% to 8% better, which is due to the fact that
/\@Sé can generate solutions which are unreachable just by a DT exchange. However,
the computation time increases significantly with increasing c. Figure 9.2 depicts the
relative difference between the average objective values of the local search methods and
the average objective value of TWCH.

With regard to the filters, it can be expected that a local search that uses ./\/'255 without
any filter generates the best solutions. Indeed, Figure [9.3| as well as Table 9.4 which
summarize the influence of the filters on the performance of the local search, show that a
local search produced the best solutions on average for most instances if no filter was
used. Moreover, this table suggests that the solutions found by the local search which
uses the gap filter have very similar objective values than the ones produced by the
local search which does not utilize any filter. This impression can be observed by a
Wilcoxon rank sum test with a significance level of 95% showing that for only 8 out of 40
instances significantly better solutions can be found without using a filter. However, the
gap filter removes so many worse solutions from the search space that the local search
which uses this filter reaches a local optimum twice as fast for most instances. It can be
concluded that it is not advisable to use the neighbourhood structure NQSé without any
filter if convergence time is a critical factor. When comparing the results of a local search
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Instance N3G N3G
obj o(obj) Moves t[s] obj o(obj)  Mowves t [s]

100-01  145.54 7.11 224.00 0.80 137.81 5.85  419.00 22.30
100-02  200.15 13.18 192.00 0.80 189.54 10.32 422,50 28.50
100-03 92.37 3.47 125.00 0.60 91.57 4.05  265.50  26.10
100-04 168.63 7.84 150.50 0.70 159.62 6.95 357.50  27.80
100-05  156.04 5.88 161.00 0.70 148.43 6.17 413.50  22.40
100-06  125.19 7.02 150.00 0.70 121.90 7.06 339.00 30.00
100-07  127.14 8.25 120.00 0.70 120.86 5.94  364.00 24.80
100-08  173.52 4.90 179.00 0.70 165.45 5.62  483.00  34.90
100-09 90.33 4.67 145.00 0.60 82.54 6.00 399.50  34.80
100-10  158.95 4.11 130.00 0.70 153.79 5.12  305.50 24.10
150-01  221.07 7.34 22850 1.20 211.21 7.67  517.50  47.50
150-02  358.63 7.18 284.00 1.40 345.55 9.12  598.00  55.20
150-03  269.19 7.14 179.00 1.20 260.06 5.25 39150  39.80
150-04  206.20 6.79 23550 1.20 196.81 6.57  560.00  59.20
150-05  180.45 8.26 266.50 1.20 159.94 5.72  717.00  52.30
150-06  383.25 8.39 288.50 1.30 362.14 8.73 69250 67.20
150-07  329.86 9.94 243.00 1.20 316.34 9.24 676.50  66.90
150-08  335.27 6.64 207.00 1.20 326.33 7.74  540.50  55.20
150-09  297.48 9.46 265.00 1.20 281.56 7.98  648.50  77.90
150-10  238.27 9.04 274.00 1.30 228.74 7.62  531.00 56.20
200-01  359.41 12.24 342.00 1.80 343.91 11.26 696.00 76.80
200-02  356.21 6.37 363.50 1.90 342.10 6.06 806.00 93.60
200-03  274.53 5.90 263.50 1.70 259.02 6.42  784.00  95.70
200-04 335.56 11.08 377.50 1.90 317.96 5.86  798.50  92.50
200-05  303.21 9.56 411.50 1.90 284.11 7.06  951.00 116.80
200-06  280.97 6.65 263.00 1.80 270.06 744  576.00 102.40
200-07  212.41 8.90 317.50 1.80 198.17 7.58  763.00 90.80
200-08  205.86 7.37 413.00 1.70 192.59 8.82  942.00 105.00
200-09  218.71 7.60 317.00 1.70 202.62 748  737.00 75.20
200-10  490.59 731 326,50 1.80 467.86 7.95 737.50  93.50
300-01  310.45 8.49 570.00 3.30 288.22 12.55 1360.00 193.80
300-02  514.20 15.62 536.50 3.40 490.20 1215 1320.50 198.50
300-03  330.03 8.93 634.00 3.20 301.07 1040 1477.50 196.40
300-04  558.36  14.65 420.50 3.20 523.42 15.87 1168.00 172.60
300-05  320.93 9.60 520.00 3.20 294.82 9.64 1313.50 187.20
300-06  355.87 10.78 540.50 3.30 334.26 8.46 1382.00 210.70
300-07  271.72 8.14 600.00 3.20 249.54 9.66 1429.50 225.90
300-08  285.08 10.47 601.00 3.20 263.99 8.18 1411.50 198.40
300-09  236.66 8.71 607.00 3.20 211.43 5.46 1446.50 235.70
300-10  288.54 8.32 568.50 3.10 252.64 9.33 1572.50 205.40

50 Table 9.3: Average objective values obj of 30 runs, corresponding standard deviations
o(obj) as well as median number of moves and median times for a local search with /\/'255

and /\/};g Oll. The adjacent filter is enabled, all others are disabled.
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Figure 9.3: Relative differences between the average objective value of TWCH and the
average objective values of a local search with different filters enabled. The values are
calculated as 100% - (objr — objr)/objr, where objr denotes the average objective value
of TWCH and obji, represents the average objective value of one of the local search
methods.

using the gap filter with the results of a local search using the NST filter by means of a
Wilcoxon rank sum test with a significance level of 95%, we observed that significantly
worse solutions were found when the NST filter was used for most instances. But the
difference in the objective values is relatively small. However, it takes the local search
with gap on average more than three times as long to converge than with the other filter
because the NST filter drops many more worse solutions than gap. In other words, the
improvement per time interval is larger with NST than with gap. This makes /\/’25 <]i with
enabled NST filter a good candidate for the first neighbourhood structure of a VND
because the first neighbourhood structure in a VND is used more often than the other
ones. With enabled adjacent filter, the local search provides almost no improvement
because the size of the filtered neighbourhoods is only linear in the number of DTs
per day and the filter nevertheless accepts many obviously bad solutions, especially on
schedules containing sequences of DTs from two alternating rooms.

Table 9.5 and Figure 9.4 compare the results of two versions of local search: One using
NQS é and another one using N/ 52. In both cases, there is no filter applied. It can be seen
that it takes the version using N 52 about twice as long to converge. That is mainly
because the neighbourhood N72(Z, S), containing |G4|(|G4| — 1) solutions, is twice as
large as /\/’fé(Z, S). Another observation we can make is that the local search method
that uses ./\/'253 finds significantly worse solutions. To understand the reason for that, one
must know that the DTs of the initial solutions of TWCH are already well interleaved
with regard to the room assignment. And on such solutions it is difficult to move a DT
to a different place on the same day without inducing idle time for the beam. Suppose,
for example, that every second DT is assigned to the same room and all resources are
available throughout the day for the sake of simplicity. Then almost every move would
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Instance st)(ll (no filter) ./\/'2515 (gap) N;}i (NST) N5 (adjacent)
obj  o(obj) t [s] obj  o(obj) t [s] obj  o(obj) t [s] obj o(obj) t[s]
100-01 107.73 5.36 19.40 110.76 4.89 8.70 112.34 5.72 2.70 145.54 7.11 0.80
100-02 151.08 8.15 21.50 150.09 6.74 10.40 154.81 8.21 3.40 200.15 13.18 0.80
100-03 68.57 2.61 16.90 69.44 2.77 6.90 71.98 3.30 2.50 92.37 3.47 0.60
100-04 127.49 5.69 19.90 129.28 5.56 8.50 131.70 7.06 2.70 168.63 7.84 0.70
100-05 123.28 6.13 19.70 124.32 6.81 9.80 130.63 6.95 2.40 156.04 5.88 0.70
100-06 94.04 5.16 20.40 95.65 5.51 8.20 95.65 4.85 3.00 125.19 7.02 0.70
100-07 92.49 4.79 20.40 92.57 3.63 8.90 93.63 6.03 2.90 127.14 8.25 0.70
100-08 138.69 4.47 19.90 141.03 5.74 9.80 145.08 4.83 2.80 173.52 4.90 0.70
100-09 58.48 5.22 18.60 59.90 4.78 7.60 62.22 4.57 2.40 90.33 4.67 0.60
100-10 124.74 4.68 19.50 124.11 4.87 9.00 128.96 4.69 2.60 158.95 4.11 0.70
150-01 163.59 7.49 37.90 165.68 6.25 15.80 170.18 7.02 5.30 221.07 7.34 1.20
150-02 287.47 5.97  40.30 284.63 6.55 19.70 298.05 6.26 6.20 358.63 7.18 1.40
150-03 215.73 6.80 37.10 216.71 4.74 14.50 224.30 6.32 4.90 269.19 7.14 1.20
150-04 144.92 5.31 38.00 146.17 5.95 16.60 151.78 6.03 5.20 206.20 6.79 1.20
150-05 125.83 5.27  30.60 127.33 6.34 13.50 133.66 5.01 4.70 180.45 8.26 1.20
150-06 314.04 5.80 36.80 316.27 6.37 17.90 329.14 7.13 4.70 383.25 8.39 1.30
150-07 279.07 6.34  35.00 279.89 8.14 14.60 281.11 7.47 5.10 329.86 9.94 1.20
150-08 273.61 6.33 43.40 270.33 8.20 18.70 275.21 6.28 6.40 335.27 6.64 1.20
150-09 242.49 6.55 40.30 243.23 7.88 18.20 247.78 7.14 6.00 297.48 9.46 1.20
150-10 170.27 6.12 39.10 171.94 7.05 17.00 178.53 4.71 5.30 238.27 9.04 1.30
200-01 288.65 8.84  45.20 289.30 9.29 20.30 299.13 5.16 6.90 359.41 12.24 1.80
200-02 286.44 3.67  47.10 284.89 4.23 20.80 292.26 4.34 6.60 356.21 6.37 1.90
200-03 203.00 4.70 47.50 203.87 5.95 19.90 209.42 5.71 7.00 274.53 5.90 1.70
200-04 240.05 5.95 50.30 240.14 6.66 23.10 248.22 5.51 7.60 335.56 11.08 1.90
200-05 219.95 4.52 48.20 220.06 7.17  20.80 229.98 5.88 6.90 303.21 9.56 1.90
200-06 202.48 3.52 56.20 202.32 4.35 22.40 205.37 4.66 8.50 280.97 6.65 1.80
200-07 141.00 4.19 47.60 142.28 6.44 20.10 146.72 6.78 6.80 212.41 8.90 1.80
200-08 142.65 5.62 44.00 145.24 5.37 18.40 149.88 6.94 6.40 205.86 7.37 1.70
200-09 150.38 5.87 40.10 153.53 7.03 18.00 157.73 8.31 5.70 218.71 7.60 1.70
200-10 400.52 7.63 48.50 401.13 7.33 22.20  420.82 8.24 7.70 490.59 7.31 1.80
300-01 176.47 5.52 71.70 179.22 5.34 29.90 187.69 7.61 11.60 310.45 8.49 3.30
300-02 396.17 14.35 76.50 393.13 11.51 37.30  407.53 13.72 12.10 514.20 15.62 3.40
300-03 195.71 8.66 68.30 201.03 7.72 30.10 205.18 11.72 10.90 330.03 8.93 3.20
300-04 401.58 13.42 87.40 404.67 11.65 35.90 413.98 11.35 13.60 558.36 14.65 3.20
300-05 170.27 4.46 78.30 171.35 5.46 32.20 184.58 6.14 12.50 320.93 9.60 3.20
300-06 236.89 8.74 75.60 240.51 7.67  33.70 247.90 9.16 11.60 355.87 10.78 3.30
300-07 150.40 5.47 72.80 153.44 6.05 31.70 159.95 7.21 11.40 271.72 8.14 3.20
300-08 161.03 4.67 71.10 162.06 5.79 30.50 169.53 6.44 11.20 285.08 10.47 3.20
300-09 134.52 5.33 70.30 135.98 5.63 29.40 138.81 4.09 10.80 236.66 8.71 3.20
300-10 173.58 6.19 67.20 176.63 6.40 30.20 183.25 7.49 10.50 288.54 8.32 3.10

Table 9.4: Average objective values obj of 30 runs, corresponding standard deviations
o(obj) as well as median execution times for a local search with NQS 4 with different filters

enabled
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Figure 9.4: Relative differences between the average objective value of TWCH and the
average objective values of a local search with ./\/’25611 and N 52. The values are calculated
as 100% - (objr — objr)/objr, where objr denotes the average objective value of TWCH
and objy, represents the average objective value of one of the local search methods.

cause two of these DT's to adjoin each other, forcing the beam to be idle between the DTs.
In contrast, there are many ways to exchange two DTs in this example without inducing
idle time for the beam, such as exchanging two arbitrary DTs which are assigned to the
same room. Nevertheless, N dS2 is useful as part of a VND because it generates schedules
which cannot be found in the neighbourhoods of NQS Cll.

9.1.2 Inter-Day Neighbourhood Structures

This section shows the experimental results of a local search with inter-day neighbourhood
structures. The inter-day neighbourhood structures change only the Z;, variables of a
solution and ignore the S;, variables. This is done in order to improve the efficiency of
the local search by avoiding to recalculate the S, variables using Algorithm 5.1. The
objective of the local search is to minimize

,yext Z Z Nr.d + ,yﬁnish Z(Ztﬂ't _ Eiiliest), (1)

reR deD’ teT

where 7, ¢ = max({S¢, + Pf:ﬁfl,, - Wﬁgd |t € T,ueU,r € Qru, Zty = d} U{0}) is the
used time of the extended availability period of a resource r on day d (see [MRRI17]). All
other symbols in this formula are defined in Chapter 4. Since determining (1) requires the
exact starting times, the usage of the resources’ availability periods for a given candidate
set of DT's has to be estimated. To that end, the local search uses a modified version of
(1) that replaces n, 4 with a surrogate 7, ¢ = max(0, Xr,d — hyq), where Xnd estimates the
required time and h, 4 denotes the aggregated regular availability of resource r on day d.
We calculate Xr,d as in [MRR17], where the beam idle times, which occur e.g. when two
consecutive DT's require the same room, are taken into account.

Table 9.6/ compares the results of three versions of local search with different inter-day
neighbourhood structures. Each row contains average figures for a particular group
of benchmark instances. Figure [9.5| shows the relative difference between the average
objective values of these local search methods and the average objective values of TWCH
for different numbers of therapies using the objective function (1)). It is not obvious but
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Instance N3G N2
obj o(obj)  Moves t[s] obj o(obj)  Mowves t [s]

100-01  107.73 5.36 882,50 19.40 128.31 7.93 478.50  27.60
100-02  151.08 8.15 963.50 21.50 17449 10.13 575.00 30.80
100-03 68.57 2.61 620.00 16.90 82.89 3.55  357.00 22.20
100-04  127.49 5.69  798.00 19.90 146.65 6.93 456.50  27.70
100-05  123.28 6.13  799.50 19.70 137.33 7.61  474.00  29.90
100-06 94.04 5.16  726.50 20.40 111.19 5.42  438.50  30.30
100-07 92.49 4.79  863.50 20.40 114.58 4.29  422.00 27.50
100-08  138.69 4.47  860.00 19.90 156.62 6.19 486.50  27.00
100-09 58.48 5.22 771.50 18.60  77.49 4.28 44250  25.80
100-10 124.74 4.68 764.50 19.50 138.57 5.61  415.00 27.20
150-01  163.59 749 1357.00 37.90 194.86 7.53 71750  56.90
150-02  287.47 5.97 1494.00 40.30 317.66 7.71  880.00 64.10
150-03  215.73 6.80 1182.00 37.10 243.07 5.85  621.00 57.70
150-04  144.92 5.31 1323.00 38.00 175.07 6.76  825.00  58.40
150-05  125.83 5.27 1249.50 30.60 151.81 6.53  744.50  51.10
150-06  314.04 5.80 1364.00 36.80 343.26 7.85 906.00 61.50
150-07  279.07 6.34 1238.50 35.00 300.06 7.85 807.00 58.10
150-08  273.61 6.33 1349.00 43.40 308.62 6.18  639.00 60.50
150-09  242.49 6.55 1366.00 40.30 270.53 8.04 740.00  60.90
150-10  170.27 6.12 1418.00 39.10 206.76 6.66  721.50 57.90
200-01  288.65 8.84 1585.00 45.20 323.32 8.83 926.50  76.80
200-02  286.44 3.67 1718.00 47.10 316.31 3.59 1028.00 87.10
200-03  203.00 4.70 1648.00 47.50 245.85 5.31 77550  76.30
200-04  240.05 9.95 2077.50 50.30 291.32 7.48 1081.50  90.00
200-06  219.95 4.52  2026.50 48.20 261.31 8.09 1133.50  89.60
200-06  202.48 3.52 1768.50 56.20 248.57 5.02  788.50  86.50
200-07  141.00 4.19 1794.00 47.60 176.18 8.92  953.50 78.90
200-08  142.65 5.62 1759.00 44.00 175.44 6.93 1089.50  77.00
200-09 150.38 5.87 1641.00 40.10 181.04 7.04 1019.50 77.10
200-10  400.52 7.63 1699.00 48.50 437.38 8.61 1029.50  92.70
300-01 176.47 5.52  2892.00 71.70 22741 7.08 2024.00 165.40
300-02  396.17 14.35 2796.50 76.50 458.37 10.95 1606.50 155.50
300-03  195.71 8.66 3103.50 68.30 251.73 7.69 1979.00 152.20
300-04  401.58 13.42 2998.50 87.40 479.51 14.32 1619.00 165.20
300-05  170.27 4.46 3108.00 78.30 230.72 7.34 1968.00 162.20
300-06  236.89 8.74 2868.00 75.60 296.43 9.14 1632.50 154.90
300-07  150.40 5.47 3076.00 72.80 205.00 6.93 1924.50 157.00
300-08 161.03 4.67 2985.50 71.10 219.37 7.47 1877.00 154.20
300-09 134.52 5.33 2870.50 70.30 175.94 4.46 1885.00 157.80
300-10  173.58 6.19 2793.00 67.20 226.35 8.66 1748.50 144.50

54 Table 9.5: Average objective values obj of 30 runs, corresponding standard deviations
o(0bj) as well as median number of moves and median times for N3’y and Nj? without a
filter
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Figure 9.5: Relative differences between the average objective value of TWCH and
the average objective values of a local search with N41, A'42 and N'%3 for different
numbers of therapies using the objective function (1). The values are calculated as
100% - (objr — objr,)/objr, where objr denotes the average objective value of TWCH and
obj1, represents the average objective value of one of the local search methods.

a Wilcoxon rank sum test with a significance level of 95% indicates that N'42 generates
significantly better solutions for half of the instances, while N'43 performs better on only
8 instances. The local search that uses N'42 performs better than A42 especially on the
largest instances with 300 therapies because for 5 of them it finds significantly better
solutions, while N'42 produces better solutions only for two of them. However, the initial
solutions have only improved by a small percentage of 1% — 5% because TWCH is quite
good at distributing the therapies over the whole planning horizon.

A Wilcoxon rank sum test with a significance level of 95% indicates that a local search that
uses N2! generates significantly better solutions for most instances below 300 therapies
than a local search using one of the other two inter-day neighbourhood structures. This is
intuitively clear because N'4! can stretch therapies, which is sometimes needed to reduce
extended time on certain days. Interestingly, a local search which utilizes one of the
other two neighbourhood structures performs statistically better on most large instances
with 300 therapies as well as on some instances with 150 and 200 therapies. This result
indicates that TWCH produces dense schedules which already contain stretched therapies
for large instances. On such initial solutions, A"4? and N'43 would preserve the distances
between two consecutive DTs. In contrast, N'4! would either stretch or compress such
therapies, which may increase the therapy duration or the extended time on some working
days.
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Instance NZ1 NZ2 NZ3

obj o(obj) t[s] obj o(obj) t[s] obj o(obj) t[s]
100-01 6.43 0.17 4.20 14.22 0.78 1.60 14.79 0.49 1.50
100-02 8.21 1.11 6.00 21.36 0.44 140 21.62 0.31 1.20
100-03 5.53 0.11 3.30 7.26 0.38 1.00 7.38 0.40 1.10
100-04 8.43 0.56 7.40 16.40 0.36 1.60 16.27 0.30 1.70
100-05 7.02 0.25 5.10  12.96 0.48 1.60 13.13 0.43 1.50
100-06 6.62 0.10 4.30 11.53 0.50 1.70 12.12 0.22 1.30
100-07 6.01 0.21 4.70  13.67 0.80 1.20 13.56 0.69 1.20
100-08 7.81 0.95 6.80  23.60 0.79 1.60 26.56 0.52 1.30
100-09 5.98 0.24 3.70 6.45 0.25 1.10 6.44 0.21 1.10
100-10 6.97 0.13 5.40 15.14 0.44 180 16.06 0.28 1.30
150-01  13.80 1.20  20.60 16.43 0.69 6.00 16.21 0.42  5.30
150-02  18.23 1.26 22.60 33.16 0.81 6.10 34.84 0.81  5.50
150-03 31.19 1.57  19.40 29.53 0.46  5.20 30.25 0.41  5.00
150-04 12.16 0.23 13.60 13.32 0.36 5.10 13.65 0.28 5.10
150-05 10.79 0.17 11.10 8.85 0.25 4.10 9.20 0.31  3.90
150-06 47.62 2.80 26.80 58.66 0.88 6.50 60.82 0.66  5.20
150-07  41.21 1.51 23.80 44.89 0.71  6.20 45.98 0.51  5.10
150-08  32.91 1.99 23.70 36.55 0.67 6.00 38.05 0.70  5.60
150-09  30.12 3.14 2490 38.37 0.69 5.10 39.85 0.77  5.10
150-10  12.99 0.51  21.50 16.72 0.47 6.00 16.51 0.34  5.20
200-01 27.36 221 70.70 21.42 0.57 14.20 21.80 0.62 13.00
200-02  25.78 1.30 66.90 35.69 0.64 11.20 35.66 0.60 13.90
200-03  18.33 0.15 29.30 21.15 0.56 14.10 21.23 0.46 15.60
200-04 18.16 1.85  62.70 21.55 0.72 14.00 22.13 0.81 16.00
200-05 15.31 0.28 4780 14.29 0.40 11.00 14.63 0.44 14.90
200-06  19.09 0.58 60.50 26.25 0.65 14.00 27.17 0.56 13.70
200-07 15.14 0.20 40.10 15.37 0.51 10.80 15.14 0.36 12.60
200-08 13.18 0.25 2850 12.33 0.36 10.70 11.97 0.28 10.60
200-09 14.40 0.21  35.70 12.57 0.27 990 12.65 0.32 11.70
200-10 57.02 241 60.80 53.89 0.76 16.30 54.87 0.84 13.20
300-01 13.84 0.33 100.30 12.23 0.29 29.40 12.22 0.27 31.70
300-02 49.69 4.52 26540 31.28 1.11 49.00 32.16 1.00 53.00
300-03 21.51 0.58 123.30 15.70 0.46 39.30 15.96 0.40 39.60
300-04 36.34 3.16 234.10 34.54 1.84 43.90 34.88 2.06 48.60
300-05 13.80 0.30 98.30 12.01 0.30 31.80 11.90 0.29 31.40
300-06 26.27 0.42 142,50 17.67 0.56 4490 17.54 0.37 47.10
300-07 14.03 0.33 114.00 10.82 0.27 31.70 10.32 0.24 32.60
300-08 14.07 0.58 105.30 10.75 0.33 38.70 10.48 0.32 32.60
300-09 13.63 0.51 107.90 10.69 0.24 31.90 10.22 0.19 36.10
300-10 20.71 0.55 137.20 14.24 0.38 37.10 13.96 0.26 31.90

56 Table 9.6: Average objective values obj of 30 runs, corresponding standard deviations
o(obj) as well as median execution times for N4, N'42 and N'%3



9.2. 2-Phase Approach and Iterated Greedy

Instance size 1G, 1G9 1G3
6 nrtafnoimp B 6
100 0.106 |0.787-|G4l] 0.059 0.029
150 0.093 [0.705-[G4]] 0.028 0.016
200 0.053 [1.210-|Gg4|] 0.029 0.012
300 0.116 [1.761-|Gg4|] 0.015 0.007

Table 9.7: Parameter settings for IG1, IGy and IG5 determined by irace. The parameters
include the destruction rate 8 as well as n™*» 1°MP determining the number of iterations
the randomized construction heuristic is executed each day with no improvement.

9.2 2-Phase Approach and Iterated Greedy

In this section we perform an experimental evaluation and comparison of the 2PA from
Chapter 6/ with the IG approach from Chapter |7, and the simpler IG method from
[MRSR16]. The IG method from [MRSRI16] will be called IG; from here on, the IG
approach and its improved version from Chapter 7| will be denoted as IGs and 1Gg,
respectively, in the remaining thesis. The IG method from [MRSRI16] (IG;) differs from
1G4 in two aspects. First, it uses a randomized construction heuristic instead of a

more targeted local search method to improve the time assignments on individual days.

Secondly, its destruction and construction phase does not preserve the time assignments
of the therapies which were not removed from the schedule. All experiments in this
section were conducted with a time limit of 20 minutes because the IG approaches would
not detect whether a local optimum has been reached.

The strategy parameters of the metaheuristics were tuned using the automatic parameter
configuration tool irace in version 2.3. In detail, irace was applied separately on each
instance size to tune the destruction rate 8 and n "°MP for IG; and IGg, where
prta—noimp determines the number of iterations the randomized construction heuristic
is executed each day with no improvement. On this account, we generated for each
instance size five independent instances for tuning. Moreover, each irace run had a
computational budget of 1000 experiments. The resulting parameter configurations are
shown in Table [9.7.

The missing pieces in the definition of the 2PA and IGj are the choice of neighbourhood
structures to be used in the VNDs and the order in which they are applied as well as
the value for 8. Since we did not know with certainty which neighbourhood structures
perform best in this context, we decided to apply the Racing method in two consecutive
steps to find well performing sequences of neighbourhood structures for the VNDs in
2PA and IGg as well as a suitable value for j.

The first step was dedicated to finding a sequence of neighbourhood structures for the
inter-day and intra-day VNDs in both metaheuristics. To that end, we defined 15 VNDs
which are composed of all possible sequences of up to 3 different inter-day neighbourhood
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structures. We also defined 77 VINDs of different sequences of intra-day neighbourhood
structures with different filter combinations being enabled. We then applied irace once
on 2PA and IGs to find for each of them an inter-day and intra-day VND which produces
better or equally good solutions than all the other VNDs on the tuning instances. Each
irace run had a computational budget of 10000 experiments. The resulting VNDs are
(NZL, NZ3) and (/\/’25}),,/\/5,2) for 2PA, where both the gap and NST filter are used in a
conjunction. For IG3 we found the inter-day VND (N%43, N'41), where the adjacent and
NST filter are used in a disjunction, as well as the intra-day VND (NQS’}),,N 2?), where
the gap and NST filter are applied disjunctively.

Afterwards we fixed the neighbourhood structures for both VNDs in IG3, and used irace
with a budget of 10000 to tune the destruction rate 5. Since we expected that the optimal
destruction rate 5 depends on the number of therapies to be scheduled, we executed irace
separately on each instance size. The resulting destruction rate is shown in Table 9.7.

Table 9.8 depicts for IG1, 2PA, IG5 and 1G3 averages of the final objective values 0bj and
the corresponding standard deviation o(0bj) over 30 runs for each of the 40 benchmark
instances. Note that at the end of each run the LP model from Chapter §|is solved in order
to finetune the DTS’ starting times. We start by comparing 1G; with IGs. According
to a Wilcoxon rank sum test with a significance level of 95%, IGs is significantly better
than IGq1 on all 40 instances. On 33 instances the average objective values of I1Go are
smaller by more than 25% compared to those of IG1, and on 22 instances the average
objective values of IGy are even halved compared to the ones from 1G;. The main reason
for this performance improvement is the interplay between the construction phase of
IG2 and its local search procedure. On the one hand, the local search operator is, in
general, able to provide better results than the randomized construction heuristic of IGy.
However, encoding, decoding, and evaluating the solution is computationally demanding
and, hence, converging to a local optimum is time consuming, especially on strongly
perturbed solutions. On the other hand, the construction phase of 1G4 is designed in
such a way that large parts of the sequence of the DTs are preserved while introducing
the removed DTs in a sensible but randomized way. Starting with a solution close to
a local optimum w.r.t. the Négj:), neighbourhood allows to reduce the time spent in the
local search procedure and, consequently, increases the total number of iterations.

When comparing 2PA with 1G1, a Wilcoxon rank sum test with a signifance level of
95% indicates that 2PA is better on 39 out of 40 instances. However, IG, produces
significantly better results than 2PA on 32 out of 40 instances, according to a Wilcoxon
rank sum test. With regard to the final objective values, 2PA produces on average about
25% better solutions. The relative difference between the final objective values of 1Go
and 2PA is the same.

Most importantly, however, Table |9.8| clearly shows that IG3 dominates the other meta-
heuristics. A Wilcoxon rank sum test with a significance level of 95% indicates that IGg
produces significantly better solutions than IGs on all 40 instances. Metaheuristic I1Gs
achieved the most improvement compared to IGo on instance 150-01 with the average
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Figure 9.6: Relative differences between the average objective value of TWCH and
the average objective values of 1G1, 2PA, 1Gy and IGs. The values are calculated as
100% - (objr — objr)/objr, where objr denotes the average objective value of TWCH and
obj1, represents the average objective value of one of the metaheuristics.

objective value being smaller by 44% compared to the one of IGo. On average the
objective values of IGg are smaller by 25% compared to those of IGy. The reason for IGg
performing better than IGs is that it includes a better local search component, which
optimizes both the day and time assignments after the construction phase. As can be
seen in Figure 9.6, IG3 improves the initial solutions of TWCH on average by 74%, which

is about twice as much as the improvement of the reference method IG; from [MRSRI6].
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Instance 1G4 2PA 1Gso 1G3

obj o(obj) obj o(obj) obj o(obj) obj o(obj)

100-01 85.24 3.56  67.12 4.45 3445 4.00 19.94 1.92
100-02  111.52 4.39  86.29 6.98 41.94 3.78  30.54 2.92
100-03 57.62 441 4243 242 2487 197 17.65 1.89
100-04 89.99 3.86  62.83 6.07  37.77 3.48  25.30 2.49
100-05 85.51 3.93 75.05 4.39  29.24 2.82 19.34 1.63
100-06 64.37 4.58  56.88 3.89  40.52 4.37  30.23 5.97
100-07 72.30 441  55.79 4.51  27.68 2.71 16.91 1.43
100-08 97.94 4.56  81.35 4.44  46.62 3.14  34.52 3.06
100-09 59.63 3.42  38.28 2.76  27.21 2.63  19.57 1.63
100-10 89.12 6.50  71.59 4.40  37.06 5.04 22.34 3.70
150-01  129.07 4.28  94.66 5.03  74.76 6.75  41.69 3.07
150-02  258.15 9.13 171.44 7.04 151.40 7.18 119.70 7.62
150-03  133.99 4.77 111.96 8.29 113.05 6.38  71.38 4.71
150-04  117.56 5.67  83.43 5.42  58.62 445  42.09 3.26
150-05 95.60 5.33  74.50 3.56  40.78 3.07  34.01 3.16
150-06  239.60 7.84 175.64 9.70 185.60 13.69 124.71 5.93
150-07  175.74 6.63 141.08 8.77 167.40 9.73 110.96 4.15
150-08  195.93 6.80 140.14 6.42 149.43 7.48 108.02 4.86
150-09 171.44 4.70 12295 4.85 134.00 9.30 84.78 4.84
150-10  131.03 5.27  93.14 5.54  74.56 7.80 50.14 4.11
200-01  203.37 10.43 151.73 10.89 144.15 10.25 108.79 7.59
200-02  239.71 7.42 153.86 5.61 160.54 8.65 121.12 5.62
200-03  175.81 8.20 121.49 4.66 109.02 6.38 83.86 6.11
200-04  217.24 8.56 135.32 5.05 132.00 9.77  85.01 7.24
200-05  189.73 8.15 123.96 5.81  90.94 6.74 73.95 5.22
200-06  180.41 6.48 117.59 5.30 126.66 4.89  96.98 7.16
200-07  150.84 5.89  90.84 6.22 7237 3.90 64.90 5.76
200-08  141.07 5.85  T78.87 4.34  67.12 4.57  43.47 2.55
200-09  138.75 6.21  86.92 491  56.24 4.31  44.30 4.42
200-10  293.31 10.95 201.80 6.27 233.73 1049 174.41 5.59
300-01  240.50 5.86 162.01 40.05 90.19 5.82  81.54 8.39
300-02  354.38 13.83 319.68 27.75 28146 14.38 192.28 22.10
300-03  253.70 7.03 213.00 16.94 102.90 6.36  92.82 7.57
300-04  375.77 9.32 384.16 17.68 274.34 12.26 256.60 26.95
300-05  245.85 6.16 162.22 38.72  78.12 3.68 70.39 5.23
300-06  245.23 8.87 23223 12.88 127.58 9.7t  99.76 10.97
300-07  208.32 6.46 166.36 26.97  70.57 4.03 61.16 3.71
300-08  216.85 5.11 166.94 22.81 77.20 4.44  68.38 4.10
300-09  196.83 4.34 140.08 22.64 66.65 3.59  59.19 3.30
300-10  214.59 7.39 183.60 10.04 76.90 4.35 68.14 6.41

60 Table 9.8: Average objective values 0bj of 30 runs and corresponding standard deviations
o(obj) for 1IGy, 2PA, 1G4, IG3 with enabled postprocessing step



CHAPTER

Conclusion

This thesis considers the Particle Therapy Patient Scheduling Problem (PTPSP) in
which cancer therapies consisting of sequences of treatments have to be planned within a
planning horizon of several months. We presented five neighbourhood structures to be
used by local search methods for the PTPSP. We distinguished between intra-day and
inter-day neighbourhood structures. Two intra-day neighbourhood structures operate on
a sequence of daily treatments (DTs) on a certain day resulting from sorting the DTs by
the times from which on they use the beam. They change the order of the DTs by either
moving a DT to a different position in this sequence or by permuting a subset of DTs.
On instances occuring in practice, these neighbourhoods are too large to be explored in a
reasonable time. Therefore, we defined three filters which reduce the neighbourhoods to
considerably smaller subsets of promising solutions. The adjacent filter causes the DTS’
starting times to change only slightly by ensuring that only consecutive DTs change their
places. We showed that a local search using this filter converges exceptionally fast but
provides almost no improvement. The gap filter rejects all DT permutations that increase
the number of times an irradiation room is used in a row. A local search using this
filter proved to produce nearly as good solutions as a local search without a filter while
converging about twice as fast. The NST filter ensures that a move does not increase
the aggregated deviation of the DTs’ starting times from the corresponding nominal
starting times. A local search which utilizes this filter converges about three times as
fast as a local search using the gap filter while producing only slightly worse solutions.
The inter-day neighbourhood structures move DTs to different days without considering
the exact starting times of the DTs. One of them moves subsets of the DT's of a therapy,
whereas the other two move whole therapies. The first inter-day neighbourhood structure
has been shown to be more effective on sparse schedules of smaller instances, where it is
often possible to move a DT by one day without violating a constraint. In contrast, on
large instances the other inter-day neighbourhood structures are superior because they
do not try to stretch or compress therapies on a dense schedule where the therapies are
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already well interleaved.

We further presented two metaheuristics for the PTPSP. The first metaheuristic, which we
called 2-Phase Approach (2PA), combines two Variable Neighborhood Descents (VNDs)
which act on different levels. The first VND uses inter-day neighbourhood structures
to optimize the day assignments of the DTs. The second VND consists of intra-day
neighbourhood structures which optimize the starting times of the DTs without changing
their day assignment. We showed that 2PA produces significantly better solutions than
the Iterated Greedy (IG) metaheuristic from a previous work [MRSRI16] of Maschler et
al. on 39 out of 40 instances. The solutions are, on average, 25% better. The 2-Phase
Approach performs better than the IG approach because its inter-day neighbourhood
structures find promising day assignments in a very targeted and less random way than
IG’s destruction and construction phase.

The second metaheuristic is an IG method that enhances the IG from [MRSR16] of
Maschler et al. In contrast to the latter, the presented approach aims at preserving
the order of the non-removed DTs on the individual days. The resulting advantage is
that more information from the incumbent solution is maintained. Compared to the
previous IG our new IG metaheuristic provides significantly better results on all 40
benchmark instances. The superiority of the enhanced approach over the previous IG
can be explained by the interplay between its construction phase and the applied local
search technique: The local search method yields, in general, better results than applying
the randomized time assignment of the therapy-wise construction heuristic (TWCH).
However, due to the required encoding and decoding steps, evaluating neighbours is time
consuming. Hence, to ensure that the metaheuristic is able to perform sufficiently many
iterations it is important that the neighbourhood requires on average only a few steps
until it reaches a local optimum. To this end, we apply in the construction phase an
insertion heuristic that iteratively places the removed DTs into the permutation resulting
from sorting the DTs according to the times at which they use the beam. Compared
to 2PA the generated solutions are, on average, 25% better. We further improved our
IG approach by incorporating a VND in the construction and local search phase. This
improved IG generates significantly better solutions than all other approaches on all
instances. It produces solutions, which are, on average, again 25% better than the
solutions of IG and approximately 74% better than the initial solutions.

Our study can be continued in several directions. One way is to improve the presented
local search methods. For example, our problem instances have the property that all
therapies have to start on Monday or Tuesday. Furthermore, some resources are available
only in the morning. These two properties can be exploited by appropriate filters for
the inter-day and intra-day neighbourhood structures, respectively, which could improve
the performance of the local search. It can also be observed that the presented local
search methods work best for dense schedules, where it is not necessary to introduce
large lags between two consecutive DT's on a day. That is because the LP model of the
postprocessing step is not able to move a greedily assigned DT across an unavailability
period to a later time. This problem could perhaps be solved by defining a decoder that



can schedule a DT behind an unavailability period if this leads to a better objective
value. Another way to continue our study is to generalize the PTPSP formalization in

such a way that a DT consists of individual activities with separate time assignments.

The neighbourhood structures could then operate on the activity level instead of the DT
level.
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