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In the field of bioinformatics, strings are used to represent DNA and protein
sequences. Given a string s, any string which can be obtained from s by deleting
zero or more characters is called a subsequence of s. The relatedness of molecules
can be characterized by finding a longest subsequence that all respective strings
have in common. The length of this subsequence is a well-known string compari-
son measure [4] which implies to solve the Longest Common Subsequence (LCS)
problem in general on an arbitrary set of strings S = {s1, . . . , sm},m ∈ N.

Inoue et al. [3] recently proposed a variant of it called the Longest Com-
mon Square Subsequence (LCSqS) problem, which asks for the longest common
subsequence that is a square. A string s is called a square if it consists of two
identical concatenated parts, i.e., s = s′ ·s′ = s′2 for some string s′, where the “·”
operator indicates the concatenation. The problem is motivated by measuring
the similarity of DNA molecules under the consideration of similar disjunctive
parts in each molecule. The LCSqS can give more insight on the similarities of
molecules than taking the traditional LCS as similarities between internal parts
of molecules also play a role, and more can be learned about the structure of
compared molecules.

Inoue et al. [3] proposed two approaches for solving LCSqS, but just for two
input strings. The first one is a basic Dynamic Programming (DP) approach
running in O(n6) time, where n is the length of the largest string while the
second one is a sparse DP approach which makes use of a special geometric data
structure. The authors proved that the LCSqS with an arbitrary set of m input
strings S is NP-hard. To the best of our knowledge, no algorithm for solving the
LCSqS for m > 2 has yet been proposed.

We suggest a heuristic approach to tackle the general LCSqS problem. First,
note that an LCSqS instance can be transformed into a series of standard LCS
instances by the following mapping. For each partition vector p = (p1, . . . , pm)
with pi ∈ {1, . . . , |si|} for i = 1, . . . ,m, let us consider splitting each string si
into the two substrings s′i and s′′i with si = s′i · s′′i , s′i ending with position pi of
si and s′′i starting with position pi + 1 of si. Hence, each vector p maps an input
set S with m = |S| into a set Sp of 2m strings. Solving the LCS for Sp yields
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an LCS sp, and the corresponding string sp · sp is a feasible common square
subsequence for S. Taking a longest sp · sp over all possible partition vectors p
would yield the LCSqS. Unfortunately, already solving the classical LCS problem
is NP-hard and challenging in practice, and thus a naive enumeration over all
partition vectors and determining the corresponding LCSs is out of question, as
the number of possible partition vectors is exponential in the problem size.

However, we make use of the underlying idea of this decomposition as follows.
A Variable Neighborhood Search (VNS) algorithm [5] is used as framework for
deriving promising partition vectors p. Each candidate partition vector is at the
first place rather crudely evaluated by a fast estimation of the length of the LCS
for Sp. Only more promising candidate partition vectors are then also more pre-
cisely considered by solving the LCS problem for set Sp with a Beam Search (BS)
heuristic [7]. This BS is inspired by the work of Mousavi and Tabataba [6] and
incorporates a novel heuristic guidance that approximates the expected length
of LCS subproblems.

As a fast alternative, we consider a simpler strategy for choosing the partition
vector and use the well-known best-next heuristic for the LCS from [2] to obtain
a solution for the LCSqS problem. We further randomize and iterate this fast
heuristic in order to obtain an iterated greedy approach, which we compare to
the above VNS & BS hybrid.

Experiments are performed using the LCS benchmark instances from [1] and
detailed results will be presented at the conference. They illustrate the clear
advantages of the proposed VNS & BS hybrid over the iterated greedy method
in terms of the quality of obtained solutions.
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