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Abstract

The problem of allocating indivisible resources to agents arises in a wide range of domains,
including treatment distribution and social support programs. An important goal in algorithm
design for these problems is fairness, where the focus in previous work has been on ensuring
that the computed allocation provides equal treatment to everyone. However, this perspective
disregards that agents may start from unequal initial positions, which is crucial to consider in
settings where fairness is understood as equality of outcome. In such settings, the goal is to
create an equal �nal outcome for everyone by leveling initial inequalities through the allocated
resources. To close this gap, focusing on agents with additive utilities, we extend the classic model
by assigning each agent an initial utility and study the existence and computational complexity
of several new fairness notions following the principle of equality of outcome. Among others,
we show that complete allocations satisfying a direct analog of envy-freeness up to one resource
(EF1) may fail to exist and are computationally hard to �nd, forming a contrast to the classic
setting without initial utilities. As our main contribution, we propose a new, always satis�able
fairness notion, called minimum-EF1-init and design a polynomial-time algorithm based on an
extended round-robin procedure to compute complete allocations satisfying this notion.

1 Introduction

Allocating resources to agents is a central problem in algorithmic decision-making, with applications
ranging from task and house allocation to treatment distribution and scheduling [45, 37, 26, 8, 36, 1, 22].
Thus, the problem has been widely studied across arti�cial intelligence, machine learning, multi-agent
systems, operations research, and computational social choice. Much of this literature focuses on
the design and analysis of algorithms that compute allocations satisfying formal fairness criteria, for
instance, envy-freeness [2, 11, 35].

Both outside and inside computer science, the discourse on fairness distinguishes between two
paradigms: On the one hand, equality of opportunity (also known as formal equality in law) demands
equal treatment for everyone regardless of individual circumstances [21, 28]. On the other hand, equality
of outcome (also known as substantive equality in law) acknowledges the existence of initial disparities
and seeks to create an equal �nal outcome for everyone by leveling the existing inequalities [7, 36].
These two principles stand in an inherent con�ict with each other, as countering initial disparities
oftentimes necessitates the prioritization of those starting from an inferior position, contradicting the
principle of equal treatment.1

In algorithmic fair allocation, an overwhelming majority of works adhere to equality of opportunity:
They assess fairness by how the allocation distributes resources—irrespective of agents starting positions
[2, 11, 35]. For example, under the classic notion of envy-freeness, an allocation is considered fair
if no agent prefers the bundle allocated to another agent to their own. However, this ignores initial
inequalities prevalent in many application areas of fair allocation. For example, in medical resource
allocation programs, patients have di�erent initial probabilities of recovery; educational interventions
serve students with varying levels of prior knowledge or preparedness; and more generally, support
programs often address individuals from diverse backgrounds and starting positions [17, 20, 22].

Motivated by the prevalence of such disparities, this paper initiates the study of equality of outcome
in algorithmic fair allocation. In many real-world allocation problems, decision makers aim for equal

1This con�ict recently surfaced in an executive order of US President Trump [40].



post-allocation outcomes instead of equal treatment [33, 39]. One example is the Fairer Scotland Duty
[39], which places a statutory responsibility on certain public bodies to consider how their decisions
can help reduce inequalities of outcome. Notably, existing, intensively studied formal models of fairness
re�ecting equality of opportunity fail to capture this goal of equality of outcome, a gap that we address
in this work.

To give another concrete motivating example, consider the following real-world case: the Indian NGO
ARMMAN runs large-scale mobile health programs for new mothers, enrolling millions across the
country [3]. To boost program engagement, ARMMAN can make a limited number of weekly calls to
participants, a sequential resource allocation problem [41]. Crucially, ARMMAN seeks to prioritize calls
to mothers with lower initial engagement, often from historically marginalized communities: Rather
than allocating calls proportionally across demographics, their goal is to ensure that engagement levels
between di�erent demographic groups are equalized post-intervention [42], thus following the principle
of equality of outcome.

1.1 Our Contributions

We initiate the formal study of fair allocation for agents with initial disparities, focusing on fairness
notions aligned with the principle of equality of outcome. We do so by equipping each agent i with
an agent-speci�c initial utility value bi ∈ R≥0 and measuring fairness in terms of the utility the agent
derives from their bundle plus bi. Throughout, we restrict attention to additive utilities, as is standard
in the literature [2].

In Section 3, we present straightforward adaptations of classical fairness notions – envy-freeness
(EF) and envy-freeness up to one resource (EF1) – which we term EF-init and EF1-init, respectively.
Concretely, for EF-init (EF1-init), we require for every pair of agents i and j that agent i’s initial utility
plus i’s utility for their own bundle is at least as large as agent j’s initial utility plus agent i’s utility for
j’s bundle (after removing a resource). Our results reveal that introducing initial utilities fundamentally
changes the nature of the problem: even in simple cases with identical resources, complete EF1-init
allocations may fail to exist, and deciding whether such an allocation exists is NP-complete. This stands
in stark contrast to the classical setting, where complete EF1 allocations are always guaranteed and
e�ciently computable.

Nevertheless, we show that for a constant number of agents (under unary encoding), the existence
of a complete EF-init and EF1-init allocations can be decided e�ciently using dynamic programming.
Furthermore, for the special case of identical resources, we present a polynomial-time algorithm for
deciding the existence of EF-init allocations. From a practical standpoint, the allocation of identical
resources is a natural and frequently encountered scenario, for example when allocating treatments
or interventions (e.g., the allocation task faced by ARMMAN described above). From a theoretical
perspective, our result highlights the added complexity introduced by initial utilities: while in the
classical setting without initial utilities any envy-free allocation simply assigns the same number
of resources to each agent, in our model, ensuring fairness requires a technically involved dynamic
programming approach and a meticulous analysis of the interplay between initial utilities and allocated
bundles.

The non-existence of complete EF1-init allocations highlights the need for fundamentally new ap-
proaches. In Section 4, we therefore search for an envy-based fairness criterion that is always satis�able.
As our main contribution, we present minimum-EF1-init, a new envy-based fairness notion for which a
satisfying allocation is guaranteed to exist. The core idea is to relax EF1-init when evaluating whether
an agent i with higher initial utility envies an agent j with lower initial utility. Instead of comparing the
sums of the initial utilities and i’s values for the bundles, we take a di�erent approach: We �rst allow j
to level the initial utility di�erence between i and j with a subset X∗ of j’s resources which, from j’s
perspective, equalizes this di�erence. Then, we compare i’s bundle to j’s bundle without X∗ under



EF1. We show that minimum-EF1-init coincides with EF1-init in settings where resources’ usefulness is
diminishing in initial utility. We develop an adaptation of the classic round-robin algorithm for the
setting with initial utilities that computes an allocation satisfying minimum-EF1-init. In our version,
agents still select their most preferred available resource in rounds, but participation in each round
is restricted: Initially, only agents with the lowest initial utility are present, and additional agents are
added to the picking order as soon as all present agents have reached their initial utility. While our
algorithm is simple to state, making it an appealing distribution algorithm in and of itself, the proof that
it guarantees minimum-EF1-init is more involved, requiring a careful analysis of the position where
newly added agents are inserted into the picking order.

The (complete) proofs of all statements can be found in the appendix.

1.2 Related Work

There is a rich body of work on the formal analysis of fair allocation of indivisible resources, considering
various preference models and fairness concepts [2, 11, 35]. Our work aligns with two major strands
in this literature. First, alongside share-based notions such as the maximin share [16, 32], envy-based
concepts–as considered here–have arguably received the most attention [2, 34, 13]. Second, additive
utility functions constitute the standard preference model in this domain. They are especially common
in initial work on new allocation settings—such as ours—due to their relative simplicity and expressive
power [14, 2, 11].

While fair allocation has been studied extensively, there are, to the best of our knowledge, only two
works that extend fair allocation models to account for generally di�ering starting positions prior to the
allocation process [38, 18]. Both focus on the following problem: given a partial initial allocation, can it
be extended to a complete allocation satisfying a speci�ed, traditional fairness criterion? They analyze
the (parameterized) computational complexity of this extension problem under various preference
models and fairness notions, highlighting its general intractability. Our work relates to theirs in that our
model can be viewed as a special case of theirs, where all agents assign identical utilities to the initially
allocated resources and each agent holds at most one resource in the initial allocation. As a result,
some of their positive complexity results for restricted cases carry over to our setting (see Appendix B
for a detailed discussion). However, our study fundamentally di�ers in two key aspects: First, instead
of focusing on computational aspects of existing fairness axioms, we design new fairness notions
(following the principle of equality of outcome) tailored to the setting with initial utilities. Second, by
putting a focus on the case of initial utilities, we are able to obtain stronger axiomatic guarantees more
relevant to our setting. Our negative results can be interpreted as strengthened versions of analogous
results in the setting considered by Prakash HV et al. [38] and Deligkas et al. [18].

Moreover, our work connects to the study of fair allocation with subsidies [27], in which an additional
divisible resource can be used to make an allocation of indivisible resources envy-free, and to lines of
work on fair allocation with agents with di�erent entitlements [23, 15] and budget constraints [43, 6].
More broadly, our work �ts into the study of completion problems in computational social choice, such
as possible and necessary winner problems in voting [44] and stable matching [19, 5].

2 Preliminaries

Fair Allocation of Indivisible Resources We consider the problem of allocating a set R of m
indivisible resources among a set A := [n] of n ≥ 2 agents. We refer to subsets X ⊆ R of resources
as bundles and denote by 2R the set of all bundles. Each agent i ∈ A has a utility function ui : 2

R →



R≥0, where ui(∅) = 0.2,3 We assume throughout that utility functions are additive, i.e., ui(X) =∑
r∈X ui({r}) for any i ∈ A and X ⊆ R. In certain cases, we consider identical resources, where

ui({r}) = ui({r′}) for all i ∈ A and resources r, r′ ∈ R. An allocationX is a tuple of n disjoint bundles
(X1, . . . , Xn) such that Xi ∩Xj = ∅ for all distinct i, j ∈ A, where Xi is allocated/assigned to agent
i ∈ A. An allocation X is complete if

⋃
i∈AXi = R, which can be viewed as a very moderate e�ciency

criterion. We study the problem of �nding fair and complete allocations. Two popular fairness notions
for indivisible resources are envy-freeness (EF) and its relaxation, envy-freeness up to one resource (EF1).
An allocation X is EF if ui(Xi) ≥ ui(Xj) for each i, j ∈ A. It is EF1 if, for every pair of agents i, j ∈ A,
there is a resource r ∈ Xj such that ui(Xi) ≥ ui(Xj \ {r}) or Xj = ∅. For a variant of envy-freeness,
we say that an agent i ∈ A envies another agent j ∈ A under this variant, if the pair i, j ∈ A violates
the conditions of the variant, e.g., i envies j under EF if ui(Xi) < ui(Xj).

Initial Utilities We study the new problem of fairly allocating indivisible resources in the presence
of initial utilities. That is, we assume that every agent i ∈ A has an initial utility bi ∈ R≥0. Thus, after
the allocation X , agent i attains utility bi + ui(Xi). Conceptually, we assume that initial utilities are
common knowledge and comparable across agents, i.e., unlike with bundles to which two agents might
assign di�erent utilities, the agents agree on their initial utility values. The classical setting is recovered
by taking bi = 0 for all i ∈ A. We group agents by their initial utilities as follows:

De�nition 2.1. The agents are partitioned into t ∈ [n] levels L1, . . . , Lt, where each level Lh with h ∈ [t]
contains all agents with the same initial utility. The levels are indexed such that bi < bj for any i ∈ Lh,

j ∈ Lh′ , and h < h′.

3 A First Attempt at Adapting Envy Notions to Initial Utilities

In this section, we present �rst adaptations of the classical fairness notions of envy-freeness and its
relaxation, envy-freeness up to one resource, to the setting with initial utilities. Following the equality of
outcome principle, we are interested in measuring the fairness of an allocation X in terms of the total
utility of agents after resources have been allocated, i.e., their initial utility plus the utility they derive
from X . Following this rationale, we adapt EF and EF1 as follows:

De�nition 3.1 (EF-init). An allocation X is EF-init, if for every pair of agents i, j ∈ A eitherXj = ∅4 or
it holds that bi + ui(Xi) ≥ bj + ui(Xj).

De�nition 3.2 (EF1-init). An allocation X is EF1-init, if for every pair of agents i, j ∈ A either Xj = ∅
or there exists a resource r ∈ Xj such that bi + ui(Xi) ≥ bj + ui(Xj \ {r}).

In the classical setting without initial utilities, a complete EF1 allocation always exists, while a complete
EF allocation may not exist, even with two agents and a single resource. In contrast, with initial utilities,
even complete EF1-init allocations fail to exist:

Observation 3.3. There exists an instance with two agents and identical resources in which no complete

allocation satis�es EF1-init.

Proof. Consider four identical resources R and two agents: agent j with bj = 1 and uj({r}) = 3 for all
r ∈ R, and agent i with bi = 10 and ui({r}) = 10 for all r ∈ R. In any complete allocation where i

2To rule out trivial edge cases, we assume that for every agent i ∈ A, there exists some resource r ∈ R such that
ui({r}) > 0.

3Regarding the encoding of utility functions, all our hardness results hold even if utility functions are encoded in unary. If
not stated otherwise, our positive results hold for both unary- and binary-encoded utility functions.

4This condition implies that an agent i ∈ A with bi + ui(Xi) < bj does not envy an agent j under EF-init or EF1-init if
Xj = ∅, as otherwise achieving an envy-free allocation would be impossible in settings with large initial utility disparities.



receives at least one resource, j has to get at least three resources, as otherwise j envies i under EF1-init.
However, in allocation X where j receives three resources and i receives only one resource, i envies j
under EF1-init, as bi + ui(Xi) = 10 + 10 < 1 + 2 · 10 = bj + ui(Xj \ {r}) for any r ∈ Xj .

Given the non-existence of complete EF-init and EF1-init allocations, we analyze the complexity of
determining whether a given instance with initial utilities admits such an allocation. We refer to these
computational problems as EF-init Existence and EF1-init Existence, respectively.

EF1-init Existence We begin with EF1-init allocations, noting that, in the classical setting, EF1
allocations can be found via a simple round-robin algorithm in polynomial time. However, with initial
utilities, the problem becomes computationally hard via a reduction from Graph Coloring [24]:

Theorem 3.4. EF1-init Existence is NP-complete.

EF1-init Existence/EF-init Existence for Few Agents On the positive side, following a
dynamic programming approach, deciding the existence of a complete EF1-init or EF-init allocation
becomes tractable when the number of agents is constant:

Proposition 3.5. For a unary encoding of the utility functions and a constant number of agents, EF1-init

Existence and EF-init Existence are polynomial-time solvable.

EF-init Existence The complexity of deciding the existence of a (complete) envy-free allocation
(without initial utilities) is well understood, and the problem is known to be hard, even for restrictive
settings such as if there are only two agents with identical preferences or agents have 0/1 utilities
for each resource [10]. By setting bi = 0 for all i ∈ A, these results directly carry over to EF-init
Existence. We therefore focus on the special case where all resources are identical, obtaining the
following result:

Theorem 3.6. EF-init Existence for identical resources can be decided inO(n2 ·m3) time andO(n ·m2)
space.

To solve this problem, we examine the partitioning of agents by their initial utility into t levels, as
introduced in De�nition 2.1. Note that in any EF-init allocation, all agents in a level need to get the
same number of resources, as all resources are identical. The following observation is crucial to prove
the above result. If there are two agents i, j ∈ A with bi < bj , where agent i has a strictly smaller
utility for each resource than j, then agent j cannot get any resources in an EF-init allocation.5 We call
such a pair of agents i, j ∈ A a violating pair.

Importantly, this observation provides the following useful way to structure the levels. Let h∗ ∈ [t] be
the minimum level such that there is an agent j ∈ Lh∗ that is part of a violating pair (j is the agent with
higher initial utility). If there is no violating pair in the whole instance, set h∗ := t+ 1. It follows that
all agents in levels h∗ and above cannot get any resources. Moreover, using the structure implied by the
fact that there is no violating pair in the �rst t∗ := h∗ − 1 levels, we can show that within these levels,
envy-freeness between pairs of agents behaves “transitively” with respect to the ordering of the levels.

Lemma 3.7. Let h, h′, h′′ ∈ [t∗] with h′ < h < h′′ and consider agents i∗ ∈ Lh, i ∈ Lh′ , and j ∈ Lh′′ .

If in some allocation X there is no envy between agents i and i∗, and between i∗ and j under EF-init, then
there is no envy between i and j under EF-init.

5Otherwise, agent i has to receive some number x of resources more than agent j to equalize the di�erence bj − bi in
initial utilities. However, as j has a strictly higher utility for each of these resources, this implies that j envies i under EF-init,
as the utility that j assigns to the x additional resources is strictly greater than bj − bi.



This enables a dynamic programming approach to decide EF-init Existence for identical resources.

Proof Sketch of Theorem 3.6. We decide EF-init Existence using a dynamic program based on the
following table D of size O(n ·m2). For a ∈ [m], b ∈ [t∗] and c ∈ [m], we store in entry D[a][b][c]
whether there is an allocationX without envy under EF-init between agents in the �rst b levels satisfying
the following three properties: (i) exactly a resources are allocated, (ii) the set of agents that get at least
one resource is the union of the �rst b levels

⋃
`∈[b] L`, (iii) and every agent i ∈ Lb gets exactly c = |Xi|

resources. Initializing this table for b = 1 is trivial. Next, we sketch how to �ll entryD[a][b][c] for b ≥ 2.
By Lemma 3.7, it su�ces to consider the entries for level b− 1, and to check if there is an entry for this
level (with a′ = a− c · |Lb|) where there is no envy under EF-init between the agents in Lb−1 and the
agents in Lb, when all agents in Lb get c resources each. After �lling table D, the �nal step is to check
if there is a "yes"-entry for a = m where none of the agents that receive no resources are envious.

A natural follow-up question to this result is whether it can be extended to decide EF1-init Existence for
identical resources. However, directly adapting our dynamic programming approach seems challenging,
since the crucial “transitivity” property from Lemma 3.7 does not hold any more for EF1-init: For three
agents i, i∗, j ∈ A, under EF1-init, we are allowed to disregard a resource each when checking whether
i envies i∗ and whether i∗ envies j. As a result, even when there is no envy between i and i∗ and
between i∗ and j under EF1-init, a single resource may not be su�cient to eliminate envy between i
and j. Moreover, it does not hold that no agent in level h∗ (the �rst level containing an agent j from a
violating pair) and above can get a resource, if the di�erences in the utility agents from a violating pair
derive for a resource are only small.

4 A Satis�able Envy Notion

In Observation 3.3, we showed that a complete EF1-init allocation may not exist, even in simple instances,
and we proved that �nding such an allocation is computationally intractable. This limits the practical
applicability of EF1-init. Motivated by this, we propose a relaxation of EF1-init that is always satis�able
(see Section 4.1) and show that an allocation satisfying this relaxed notion can be computed e�ciently
(see Section 4.2). Furthermore, we identify a natural special case where this relaxation coincides with
EF1-init.

4.1 Minimum EF1 with Initial Utilities

To derive a meaningful fairness notion that is always satis�able, we revisit Observation 3.3. The key
challenge illustrated by this counterexample is that agent j with lower initial utility also derives a lower
utility from each resource than agent i, so the agents fundamentally disagree on how many resources
are needed to bridge their initial utility gap. Thus, there will always be an agent who is envious under
EF1-init. To circumvent this, we need to deviate from the comparison approach taken by EF1-init where
we compare initial utilities plus bundle values. Instead, when checking whether an agent i with higher
initial utility envies another agent j with lower initial utility, we �rst allow agent j with lower utility
to receive a subset of resources, X∗ ⊆ Xj , that, from their perspective, are worth less than the initial
utility gap bi − bj , and disregard X∗ when evaluating if agent i is envious of j’s bundle. Formally, one
could adjust the EF1-init de�nition for the case bi > bj as follows:

If bi > bj , there is X∗ ⊆ Xj with uj(X
∗) < bi−bj and r ∈ Xj so that ui(Xi) ≥ ui(Xj \(X∗∪{r})).

(1)
However, this relaxation falls short if there are multiple agents with low initial utility values that have
very di�erent utility functions:



Example 4.1. Consider an instance with agents A = {1, 2, 3} and m = 10 identical resources. The

agents have initial utilities b1 = b2 = 0 and b3 = 10. Agents 1 and 3 have u1({r}) = u3({r}) = 100 for

every r ∈ R, while agent 2 has u2({r}) = 1. Since agents 1 and 2 have the same initial utility, we need to

have |X2| − |X1| ≤ 1. Moreover, Condition (1) requires that |X1| − |X3| ≤ 1, since only the set X∗ = ∅
satis�es u1(X

∗) < 10− 0. However, this implies that 2 envies 3.

Intuitively, the example shows that it is insu�cient to only consider each pair of agents individually
when restricting the setX∗, since this may lead to the introduction of envy between agents with similar
initial utility, if the di�erence in initial utility can be o�set more easily for some agents than others.
To overcome this, when checking whether an agent i with higher initial utility envies an agent j with
lower initial utility, we further relax the restriction on X∗ by considering, for each resource in X∗, the
minimum utility it gives to any agent with a lower initial utility than i. In Example 4.1, by considering
the minimum utility, both of the agents 1 and 2 with low initial utility can choose a set X∗ of the same
size, allowing them to get the same number of resources more than agent 3 and enabling the existence
of a fair allocation. This yields the following notion:

De�nition 4.2. An allocation X is minimum EF1-init (min-EF1-init) if for every pair i, j ∈ A, Xj = ∅
or it holds that:

(C1) If bi ≤ bj , then bi + ui(Xi) ≥ bj + ui(Xj \ {r}) for some r ∈ Xj .

(C2) If bi > bj , then there exists a resource r ∈ Xj and a subset X
∗ ⊆ Xj with∑

r′∈X∗

min
j′∈A : bj′<bi

uj′({r′}) < bi − bj ,

such that ui(Xi) ≥ ui(Xj \ (X∗ ∪ {r})) holds.

While we believe that min-EF1-init is, in a sense, the strongest always-satis�able fairness notion in this
setting, it is also clearly a weaker requirement than (1), and may permit allocations that agents with
high initial utilities could perceive as unfair:

Example 4.3. Consider three agents A = {1, 2, 3} with b1 = b2 = 0, b3 = 10, andm = 100 resources.
Agent 1 has u1({r∗}) = 500 for a particular r∗ ∈ R and u1({r}) = 0 for all other r ∈ R. Agents 2 and
3 have u2({r}) = u3({r}) = 50 for all r ∈ R. The allocation X1 = {r∗}, X2 = R \ {r∗}, X3 = ∅ is
min-EF1-init. Agents 1 and 2 do not envy agent 3 sinceX3 = ∅ and agent 3 does not envy the others (since
|X1| = 1 and u1(X2) = 0). Further, it is easy to see that agent 1 does not envy agent 2 and vice versa.

However, agent 3 may regard such an allocation as unfair.

On the positive side, we show that min-EF1-init implies EF1-init if agents’ utility for a resource
diminishes in their initial utility.

De�nition 4.4. We call utilities diminishing, if bi < bj implies ui({r}) ≥ uj({r}) for all i, j ∈ A and

r ∈ R.

Diminishing utilities arise, for instance, in support programs (like the ARMMAN program featured in
the introduction), where aid typically has a stronger e�ect on those who are initially worse o�.

Proposition 4.5. Let X be an allocation that is min-EF1-init. If utilities are diminishing, then allocation

X is EF1-init.

Proof. In the following, to highlight that an inequality follows from De�nition 4.4, we will write ≥dim
and ≤dim, and analogously ≤(C2) to highlight that an inequality follows from (C2) in De�nition 4.2. We
need to verify that for every pair of agents i, j ∈ A, either Xj = ∅ or there exists r ∈ Xj such that

bi + ui(Xi) ≥ bj + ui(Xj \ {r}). (∗)



Algorithm 1 Round-Robin with Initial Utilities
1: Partition set of agents A into levels L1, . . . , Lt and initialize X as the empty allocation.
2: Initialize set of active agents L ⊆ A to L1.
3: Initialize linear order � over L to some arbitrary linear order over L1.
4: while there are unallocated resources do
5: Start a new round:
6: while an agent in L has not picked in the current round do

7: Pick �rst agent i ∈ L according to � that has not picked in this round.
8: Agent i picks unallocated resource r ∈ R with maximum utility ui({r}): Xi ← Xi ∪ {r}
9: if all resources are allocated then return X
10: else if all i′ ∈ L reached the agents in some level L` with ` ∈ [t] and L` ∩ L = ∅ then
11: Let L` be the level with minimum ` ∈ [t] that satis�es the stated condition.
12: L ← L ∪ L`

13: Extend � (maintaining the order of agents in L \ L`) to the updated L such that:
. all agents that have already picked in this round are before the agents in L`,
. all agents in L \ L` that have not yet picked are after the agents in L`.

Since X is min-EF1-init, conditions (C1) and (C2) from De�nition 4.2 hold. If bi ≤ bj , (C1) implies
(∗). If bi > bj , we have that (C2) holds for some set X∗ ⊆ Xj and resource r ∈ Xj . Note that
ui(X

∗) =
∑

r′∈X∗ ui({r′}) ≤dim
∑

r′∈X∗ minj′∈A : bj′<bi uj′({r′}) <(C2) bi − bj . Since ui(Xi) ≥
ui(Xj \ (X∗ ∪ {r})) by (C2), it follows that ui(Xj \ {r}) ≤ ui(Xj \ (X∗ ∪ {r})) + ui(X

∗) ≤(C2), dim
ui(Xi) + bi − bj , which implies (∗).

4.2 A Round-Robin Algorithm Guaranteeing Minimum EF1 with Initial Utilities

In this section, we propose an algorithm that computes a complete minimum-EF1-init allocation. For
this, we extend the well-known “round-robin” algorithm for the setting with initial utilities.6

Idea In our algorithm, we use the concept that the agents are partitioned into t levels by their initial
utility, as introduced in De�nition 2.1. Our extension is based around the idea that at any point of our
round-robin algorithm, only a subset of the agents is active and can be assigned a pick. We maintain a
picking order over all currently active agents in the algorithm. In the beginning, only the agents with
the lowest initial utility in level L1 are active. After each pick, we check whether all currently active
agents have reached the agents in some (not yet active) level L` with initial utility value b. By this, we
mean that for each currently active agent i, the sum of i’s initial utility and i’s utility for their bundle is
at least the initial utility b (all active agents believe that they have “reached the initial situation” of all
agents from L`).

De�nition 4.6. We say that an agent i ∈ A with bundle Xi ⊆ R has reached an agent j ∈ A if

bi + ui(Xi) ≥ bj .

If all active agents have reached the agents in L`, the agents in L` become active and are inserted into
the picking order after the agents that have already picked in this round, meaning that they get to pick
directly after being activated. This ensures that each agent from L` prefers the resources picked by
them over the resources picked by any other agent that was active before them after L`’s activation.
Another observation crucial to the inner workings of the algorithm is that if agent j is activated after
another agent i picked some resource r, then i had not yet reached j in the round before, implying

6In the standard round-robin algorithm, we �x an ordering of the agents. In each round of the algorithm, following
this ordering, agents pick their favorite so far unallocated resource. Once there are no more resources left, the algorithm
terminates. In the classical setting without initial utilities, the resulting allocation is guaranteed to satisfy EF1.



that the value of i for their current bundle without r is less than the initial utility di�erence bj − bi
(see Observation 4.9). A full description is given in Algorithm 1. We show that Algorithm 1 returns a
complete allocation satisfying min-EF1-init, implying that a min-EF1-init allocation always exists.
Theorem 4.7. The allocation computed by Algorithm 1 is complete and satis�es min-EF1-init. Further,

Algorithm 1 runs in polynomial time.

4.3 Proof of Theorem 4.7

In this subsection, we give an overview of the proof of Theorem 4.7. We start with de�ning notation
and formalizing two observations (Section 4.3.1) before we present the crucial activation gap lemma
(Section 4.3.2) and �nally give a proof sketch (Section 4.3.3).

4.3.1 Notation and Inital Observations

We say that an agent i ∈ A is active in a round if i ∈ L at the end of the round. An agent i ∈ A is
activated in a round (after/by a pick) if i is added to L at some point during the round (after/by the pick).
A picking sequence starting with/after some pick is the contiguous subsequence of all picks until the
end of the algorithm after this pick.7 We start by observing the following properties of Algorithm 1.
Observation 4.8. Consider Algorithm 1 and let � be the �nal linear order when the algorithm terminates.

Let i, j ∈ A be two distinct agents. For k ∈ {i, j}, let X∗
k be the bundle picked by k in a given subsetR of

rounds in which both i and j are active and where j picks in at least one round inR. Then it holds that:

1. Assume that i picks in the last round
8
inR. For the resource r ∈ X∗

i picked by agent i in the last

round inR and some r′ ∈ X∗
j , we have that ui(X

∗
i \ {r}) ≥ ui(X

∗
j \ {r′}).

2. If i does not pick in the last round inR, we have that ui(X∗
i ) ≥ ui(X

∗
j \ {r′}) for some r′ ∈ X∗

j .

3. If i � j, then ui(X
∗
i ) ≥ ui(X

∗
j ).

Secondly, we formalize an observation from above:
Observation 4.9. Consider Algorithm 1 and let i, j ∈ A be two agents with bj > bi such that j is

activated after agent i picked some resource r ∈ R. Let X∗
i be the bundle of i after this pick. Then, it holds

that ui(X
∗
i \ {r}) < bj − bi.

4.3.2 The Activation Gap Lemma

The following lemma gives a bound on the value of the bundle assigned to an active agent j at the point
when some agent i is activated. More concretely, we show that the sum of the minimum utility of an
agent with lower initial utility than i for each resource in j’s bundle is at most the initial utility gap
between i and j after removing some resource r. This is crucial in our proof of Theorem 4.7, since it
implies that j’s current bundle without r satis�es the restriction onX∗ in min-EF1-init (C2), allowing to
disregard the resources picked by j in rounds when i was not active when checking whether i envies j.
Lemma 4.10 (Activation Gap Lemma). Consider Algorithm 1 and let i, j ∈ A be two agents that were

active in some round with bi ≥ bj and bi > mini′∈A bi′ . For k ∈ A, let X∗
k be the bundle of k after the

pick that activated i. Then, either X∗
j = ∅ or there exists r ∈ X∗

j such that∑
r′∈X∗

j \{r}

min
j′∈A : bj′<bi

uj′({r′}) < bi − bj .

7We will also consider picking sequences starting with a given pick up to another pick, by which we mean the contiguous
subsequence of all picks in the algorithm between the two given picks.

8The ordering of the rounds in R that we refer to here is given by the order in which they occur in Algorithm 1.



Proof. For agents a, b ∈ A with a ∈ Lh and b ∈ Lh′ for 1 ≤ h′ ≤ h ≤ t, we de�ne ∆a,b := h − h′.
We prove the claim by induction over∆i,j . For∆i,j = 0, the claim holds trivially, as both agents are
activated in the same round and thus |X∗

j | ≤ 1.

Induction Step. Assume the claim holds for all i, j ∈ A with bi ≥ bj and bi > mini′∈A bi′ , and
with ∆i,j ≤ ∆∗ for some ∆∗ ∈ [t − 1]. We show that the claim then also holds for i, j ∈ A with
bi ≥ bj and bi > mini′∈A bi′ , and with∆i,j = ∆∗ + 1. If X∗

j = ∅, then the claim holds trivially, so we
assume in the following that X∗

j 6= ∅. Note that we have that bi > bj since ∆i,j ≥ 1. Let j∗ ∈ A be
the agent after whose pick agent i was activated and let r ∈ X∗

j∗ be the resource picked by j∗ in this
pick. Let � be the �nal linear order when the algorithm terminates. If j = j∗, the claim holds, since
bi − bj > uj(X

∗
j \ {r}) for the resource r ∈ X∗

j picked by j in the round when i was activated by
Observation 4.9 and uj(X∗

j \ {r}) ≥
∑

r′∈X∗
j \{r}

minj′∈A : bj′<bi uj′({r′}) since bj < bi. Thus, assume
that j∗ 6= j. Note that we have that j∗ � i. We make a case distinction based on bj and bj∗ .

Case 1 (bj = bj∗). First, consider that bj = bj∗ . Note that this implies that j and j∗ are active
in the same rounds. Let R be the set of rounds in which j and j∗ are active up to (and including)
the round in which i is activated. In these rounds, agent j∗ picks the resources in X∗

j∗ and agent j
picks a superset of the resources X∗

j (since agent j may pick after i is added in the last round in R).
Observation 4.8 (1) implies that uj∗(X∗

j∗ \ {r}) ≥ uj∗(X
∗
j \ {r′}) for r ∈ X∗

j∗ picked last by j∗ and
some r′ ∈ X∗

j . Moreover, it holds that uj∗(X∗
j∗ \ {r}) < bi − bj by Observation 4.9. Thus, the claim

holds in this case since bi − bj > uj∗(X
∗
j \ {r′}) ≥

∑
r′′∈X∗

j \{r′}
minj′∈A : bj′<bi uj′({r′′}).

Case 2 (bj > bj∗). Next, consider that bj > bj∗ and let X̃∗
j∗ be the bundle of j∗ after the pick that

activated j. Since j was activated, it needs to hold that
uj∗(X̃∗

j∗) ≥ bj − bj∗ . (2)
Recall that agent j∗ picked the resource r ∈ X∗

j∗ in the round in which i is activated. Thus, the bundle
of agent j∗ in the round prior is X∗

j∗ \ {r}. By Observation 4.9, we get that uj∗(X∗
j∗ \ {r}) < bi − bj∗ .

Note that r /∈ X̃∗
j∗ , as X̃∗

j∗ is the bundle of j∗ when j was activated and r is picked by j∗ when i is
activated, and it holds that bi > bj . Using Equation (2), this implies that

uj∗(X
∗
j∗ \ (X̃∗

j∗ ∪ {r})) < bi − bj , (3)
Note that it su�ces to show that

bi − bj > uj∗(X
∗
j \ {r′}) (4)

for some r′ ∈ X∗
j , since uj∗(X∗

j \{r′}) ≥
∑

r′′∈X∗
j \{r′}

minj′∈A : bj′<bi uj′({r′′}), as bj∗ < bi. To show
that there exists a resource such that Equation (4) holds, we now make a case distinction between
j � j∗ and j∗ � j. Note that j∗ � j implies that j∗ � i � j, since bj < bi and there can only be agents
with initial utility at least bi between j∗ and i in �: Since i was activated directly after j∗’s pick, only
agents that became active after or by the same pick as i can be between j∗ and i.

If j∗ � i � j, consider the setR of all rounds after the round in which j is activated up to (excluding)
the round in which i is activated. The resources picked by agent j∗ in the rounds in R is the set
X∗

j∗ \ (X̃∗
j∗ ∪ {r}). Note that agent j has not yet picked in the round when i is activated, since

j∗ � i � j. Thus, the resources picked by j in the rounds in R is exactly the set X∗
j \ {r′} for the

resource r′ ∈ X∗
j picked �rst by j. Since j∗ � j, we can apply Observation 4.8 (3) to show that

Equation (4) holds for resource r′, as9

bi − bj >(3) uj∗(X
∗
j∗ \ (X̃∗

j∗ ∪ {r})) ≥(4.8) uj∗(X
∗
j \ {r′}).

9In the following, to highlight that an inequality follows from a previous result, de�nition, or equation, we add a reference
in the subscript, e.g., by writing ≤(∗) for an inequality that follows from a previously introduced equation (∗).



If j � j∗, we consider the setR of all rounds in which j is active up to (now including) the round in
which i is activated. Note that as j � j∗, agent j∗ has not yet picked in the round when j is activated,
so X̃∗

j∗ only contains resources picked by j∗ in rounds in which j is not active. Thus, the resources
picked by agent j∗ in the rounds in R is the set X∗

j∗ \ X̃∗
j∗ and agent j picks the resources in X∗

j .
Using Observation 4.8 (1), it follows there exists a resource r′ ∈ X∗

j such that Equation (4) holds, since
bi−bj >(3) uj∗(X

∗
j∗ \ (X̃∗

j∗ ∪{r})) ≥(4.8) uj∗(X
∗
j \{r′}), for resource r′ ∈ X∗

j from Observation 4.8 (1).

Case 3 (bj < bj∗). It remains to consider that bj < bj∗ . Note that this implies that bj∗ is strictly
greater than the minimum initial utility of all agents. Since bj∗ < bi, we have that ∆j∗,j ≤ ∆∗, so we
can apply the induction hypothesis for j∗ and j. Let X̃∗

j be the bundle of j after the pick that activated
j∗. Note that it cannot be the case that X̃∗

j = ∅, since bj < bj∗ . Thus, there exists r′ ∈ X̃∗
j such that

bj∗ − bj >
∑

r′′∈X̃∗
j \{r′}

min
j′∈A : bj′<bj∗

uj′({r′′}). (5)

Moreover, by Observation 4.9, we have that uj∗(X∗
j∗ \ {r}) < bi − bj∗ for the resource r ∈ X∗

j∗ picked
last by j∗. Consider the picking sequence starting with agent j∗’s �rst pick up to (excluding) the pick
by j∗ that activates i. Agent j picks the resources in X∗

j \ X̃∗
j , and agent j∗ the resources in X∗

j∗ \ {r}.
Since j∗ picks �rst in the picking sequence, it follows that uj∗(X∗

j∗ \ {r}) ≥ uj∗(X
∗
j \ X̃∗

j ), so we have

bi − bj∗ >(4.9) uj∗(X
∗
j∗ \ {r}) ≥ uj∗(X

∗
j \ X̃∗

j ). (6)

This implies the claim, since

bi − bj = (bi − bj∗) + (bj∗ − bj) >(6),(5) uj∗(X
∗
j \ X̃∗

j ) +
∑

r′′∈X̃∗
j \{r′}

min
j′∈A : bj′<bj∗

uj′({r′′})

≥
∑

r′′∈X∗
j \{r′}

min
j′∈A : bj′<bi

uj′({r′′}).

4.3.3 Putting the Pieces Together

We now sketch the proof that Algorithm 1 computes a complete min-EF1-init allocation. Intuitively, the
main idea is that an agent i does not envy another agent j with higher initial utility, since i is allowed
to pick resources until i has reached j before j gets activated and makes their �rst pick. Moreover, i
does not envy an agent with lower initial utility, since the bound from Lemma 4.10 allows to disregard
the resource picked by this agent before i was activated in min-EF1-init, and agent i picks before the
other agent in the picking sequence after this pick.

Theorem 4.7. The allocation computed by Algorithm 1 is complete and satis�es min-EF1-init. Further,

Algorithm 1 runs in polynomial time.

Proof (Sketch). Let X be the computed allocation and let � be the �nal linear order. We show that for
any two agents i, j ∈ A, agent i does not envy agent j under min-EF1-init in X . Thus, we need to show
that Xj = ∅ or condition (C1) holds if bi ≤ bj or (C2) holds if bi > bj . In the following, we sketch the
proof for the case Xj 6= ∅ and bi < bj and the case Xj 6= ∅ and bi > bj .



(Case Xj 6= ∅ and bi ≤ bj) For k ∈ A, let X∗
k be the bundle of k after j’s �rst pick and let r ∈ R be

the �rst resource picked by j, i.e., X∗
j = {r}. Since i had reached j when agent j was activated:

bi + ui(X
∗
i ) ≥ bj + ui(X

∗
j \ {r})︸ ︷︷ ︸
=0

.

Moreover, since i picks before j in the picking sequence starting with the pick after j’s �rst pick, agent
i prefers the resources they pick in this picking sequence (i.e., Xi \X∗

i ) over those picked by j (i.e.,
Xj \X∗

j ). Thus, ui(Xi \X∗
i ) ≥ ui(Xj \X∗

j ) and (C1) follows for resource r.

(Case Xj 6= ∅ and bi > bj) We need to argue that condition (C2) holds. We make a case distinction:
First, we consider the case that agent i was activated at some point during the algorithm. Let X∗

k be
the bundle of agent k ∈ A after the pick that activated i. As bi > bj and j has reached i before their
activation, we have that X∗

j 6= ∅. Thus, Lemma 4.10 implies that there is a resource r ∈ X∗
j such that∑

r′∈X∗
j \{r}

min
j′∈A : bj′<bi

uj′({r′}) < bi − bj .

Importantly, this implies that the set X∗ = X∗
j \ {r} satis�es the condition from (C2). Consider the

picking sequence of all picks starting with (including) agent i’s �rst pick. In this sequence, agent i picks
the resources in Xi and agent j picks the resources in Xj \X∗

j . As agent i picks �rst, we have that
ui(Xi) ≥ ui(Xj \X∗

j ) = ui(Xj \ (X∗ ∪ {r})), so (C2) holds for resource r and X∗
j \ {r}.

If agent i was not activated, then there needs to be an agent j∗ ∈ A with bj∗ < bi that never reaches i,
i.e., uj∗(Xj∗) < bi − bj∗ . In this case, using a more involved case distinction, one can show that it is
always possible to choose a resource r ∈ Xj and a set X∗ ⊆ Xj satisfying the constraint on X∗ from
(C2) such that X∗ ∪ {r} = Xj , which directly implies ui(Xi) ≥ 0 = ui(Xj \ (X∗ ∪ {r})).

5 Conclusion

We initiated the study of fair allocation with initial utilities, focusing on fairness notions that implement
the principle of equality of outcome. Our results show that incorporating initial utilities fundamentally
alters and complicates the nature of fair allocation problems. Nevertheless, positive algorithmic and
axiomatic results can be recovered by tailoring fairness notions to this setting, most notably through our
always-satis�able notion of min-EF1-init, and by focusing on special cases, such as our polynomial-time
algorithm for EF-init Existence for identical resources.

Our work opens several directions for future research. First, it would be interesting to obtain a more
�ne-grained understanding of the complexity of EF1-init Existence, for instance, in the case when
resources are identical (see discussion at the end of Section 3) or agents value resources as 0 or 1. Second,
it is worth exploring further relaxations of envy-freeness for initial utilities. Conceptually, min-EF1-init
relaxes EF1 in a way that allows more �exibility to assign resources to agents with lower initial utility
without creating envy, potentially at the expense of agents with higher initial utility (see Example 4.3).
It would be interesting to study whether always-satis�able envy notions can also incorporate favorable
treatment of agents with higher initial utility or interpolate between both directions. Third, adapting
fairness notions beyond envy-freeness, such as the maximin share (MMS), to equality of outcome
deserves attention.10 Lastly, the idea of initial utilities and equality of outcome also deserve attention in
other allocation domains, including the allocation of indivisible resources with non-additive utilities
[25], chore division [4], online settings [31, 9], and the allocation of divisible resources [12].

10Note that in Appendix B we use the work of Prakash HV et al. [38] to show that we cannot guarantee the existence of an
α-approximation of an adapted version of MMS for any α > 0 in the presence of initial utilities
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A Appendix

In the following, to highlight that an inequality follows from a previous result, de�nition, or equa-
tion, we add a reference in the subscript, e.g., by writing ≤(∗) for an inequality that follows from
a previously introduced equation (∗). Given an instance I , we denote the set of all allocations by
Π(I) :=

{
(X1, . . . , Xn) ∈ (2R)n

∣∣ ∀i, j ∈ A, i 6= j =⇒ Xi ∩Xj = ∅
}
.

B Additional Related Work

As mentioned in Section 1.2, the setting with initial utilities is formally closely related to the completion
(or extension) setting considered by Prakash HV et al. [38], Deligkas et al. [18]. In their setting, in
addition to the resources R and agents A with utility functions, an instance of the completion problem
they consider contains a frozen (or partial) allocation X̄ of a subset F ⊆ R of the resources (to which
they refer as frozen resources). All other resources are called open. A straightforward way to translate
an instance in our setting to an instance in their setting is the following construction: Given an instance
with agents A with utility function ui and initial utility bi for i ∈ A and resources R, we construct the
following instance in the completion setting, which we call the derived instance. The derived instance
has the same set of agents A. The set of resources is R′ = R ∪ {r∗i | i ∈ A}. Agent i ∈ A has utility
function u′i : 2

R′ → R≥0 with u′i({r}) = ui({r}) for all r ∈ R and u′i({r∗j}) = bj for all j ∈ A. In the
frozen allocation X̄ , each agent i ∈ A is assigned the resource r∗i and the resources in R are unassigned.

First, we discuss the work by Deligkas et al. [18], who focus on the problem of deciding whether the
frozen allocation can be completed to a complete allocation without envy under (standard) EF. As this
problem is known to be NP-hard even without any frozen resources, they study the parameterized
complexity of this problem with the number of open resources (i.e., |R \ F |) as parameter. They �nd
that the problem is W[1]-hard for this parameter. To obtain a positive result, they consider agent types
(two agents are of the same type if they have the same utility for each resource), showing that the
completion problem is �xed-parameter tractable when parameterized by the number of open resources
plus the number of agent types. Moreover, they consider variants of the completion problem where the
open resources can be allocated to at most p di�erent agents, and study the parameterized complexity
of this problem for parameter p. While their positive parameterized complexity results could technically
be translated to our setting, the parameter regarding the number of open resources becomes vacant,
since there is only one frozen resource per agent in the derived instance and all resources from the
original instance are open.

We continue by discussing how our work relates to the work by Prakash HV et al. [38]. They also
consider the completion problem for standard fairness notions, but, in addition to EF, consider EF1
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and the maximin share (MMS) [16, 32]. Their work too focuses on the computational complexity of
determining whether an allocation completing the given frozen allocation exists that satis�es these
fairness notions, and they prove that, in contrast to the standard setting, many such problems become
computationally intractable. We discuss how their results relate to our setting in the following. First, we
remark that while the setting with initial utilities can be seen as a special case of the completion setting
as described above, an EF1 allocation in the completion setting does not correspond to an EF1-init
allocation in the initial utility setting: Since EF1 does not distinguish between open and frozen resources,
it is possible to simply “disregard” the initial disparities by removing the corresponding frozen resources
when comparing two agents bundles to check for envy. This is not possible in our adapted EF1-init
notion, which requires that the di�erence in initial utility is equalized and that the removed resource
needs to come from the resources to be distributed (or, that the agent with higher initial utility does not
get any resources). Therefore, our new envy-based fairness notions for initial utilities are better suited
to our specialized setting. Moreover, since our setting is a special case of their completion setting, their
negative results do not immediately translate to our setting.

In addition to EF1, Prakash HV et al. [38] consider MMS. As a �rst step towards studying MMS in the
initial utility setting, we show that their result that even an arbitrarily bad approximation of MMS
cannot be guaranteed extends to our initial utility setting. An intuitive adaptation of MMS to our setting
with initial utilities is the following.

De�nition B.1. The max-min-share of an agent i ∈ A in instance I with initial utilities is

µi := max
X∈Π(I)

min
j∈A

bj + ui(Xj).

We say that an allocation X is max-min-share fair (MMS-init) if it holds that bi + ui(Xi) ≥ µi for all

i ∈ A. An allocation X is α-MMS-init for 0 < α ≤ 1, if it holds that bi + ui(Xi) ≥ α · µi for all i ∈ A.

This de�nition matches the idea behind the extension of MMS to the completion setting by Prakash HV
et al. [38], who de�ne the max-min-share as

µ∗
i := max

X∈Π∗(I)
min
j∈A

ui(Xj),

where Π∗(I) denotes the set of all possible allocations that complete the frozen allocation X̄ , that is,
X̄i ⊆ Xi for all X ∈ Π∗(I) and i ∈ A. If we reduce an allocation instance with initial utilities to the
completion setting as described above, then the max-min-share µi in the original instance is equal to
the max-min-share µ∗

i in the derived instance for any i ∈ A: It holds that ui(X̄j) = bj and X̄i ⊆ Xi

for all X ∈ Π∗(I) and i, j ∈ A. Moreover, let X be an allocation in the original instance and de�ne
allocation X ′ with X ′

i = Xi ∪ {r∗i } for all i ∈ A in the derived instance. Then, X is MMS-init if and
only if X ′ is MMS, since bi + ui(Xi) = u′i(X

′
i) for all i ∈ A. Using this fact, it follows from Proposition

1 by Prakash HV et al. [38] that a Pareto-optimal (PO) and MMS-init allocation always exists for binary
additive valuations and initial utilities bi ∈ {0, 1} for all i ∈ A: they show that in their setting such an
allocation always exists in this case when the frozen allocation is PO, which is the case in any derived
instance.

Proposition B.2. For binary additive valuations and initial utilities bi ∈ {0, 1} for all i ∈ A, an MMS-init

and PO allocation always exists and can be computed in polynomial time.

On the negative side, Prakash HV et al. [38] show that for every 0 < α ≤ 1, there exists an instance in
their completion setting that does not admit an α-MMS allocation. Since their construction introduces
an asymmetry in the utility of the agents for the frozen resources, we cannot immediately translate
their result to our setting, since all agents agree on the initial utilities. However, using an adapted
construction, we can prove the result in our setting, using their key idea that each agent i ∈ [n] believes
that the �rst i agents should share the resources equally, since the remaining agents are already “rich”
enough. We note that in both constructions, the number of agents grows exponentially in α−1.



Proposition B.3. For every 0 < α ≤ 1, there exists an instance that does not admit an α-MMS-init

allocation, even when all resources are identical.

Proof. Let 0 < α ≤ 1. For every ` ∈ N, we denote by H` :=
∑

i∈[`]
1
i the `-th harmonic number. We

choose the number of agents n such that 1 < α
3 ·Hn. The set R containsm = 2n identical resources.

Agent i ∈ [n] has an initial utility and a utility for a resource of bi = ui({r}) = m(i−1) for all r ∈ R.
Observe that for every agent i ∈ [n], it holds that µi ≥ bmi c · m

(i−1), which can be achieved by
distributing the resources equally among the �rst i agents. Note that all remaining agents j ∈ A \ [i]
already have at least initial utility bj ≥ mi ≥ µi.

Now, suppose for the sake of contradiction that there exists an α-MMS-init allocation X . Then, it needs
to hold that bi + ui(Xi) ≥ α · µi ≥ α · bmi c ·m

(i−1) ≥ α·m
2i ·m

(i−1) for all i ∈ A. It follows that for all
i ∈ A,

bi + ui(Xi) ≥
α ·m
2i
·m(i−1) =⇒ ui(Xi) ≥

α ·m
2i
·m(i−1) −m(i−1) =⇒ |Xi| ≥

α ·m
2i
− 1.

Since X can allocate at most allm resources, it follows that

m ≥
∑
i∈A

(
α ·m
2i
− 1) = m(

∑
i∈A

α

2i
)− n

⇐⇒ 1 ≥ (
∑
i∈A

α

2i
)− n

m
= (

∑
i∈A

α

2i
)− 1

2

⇐⇒ 3

2
≥ α

2

∑
i∈A

1

i
⇐⇒ 1 ≥ α

3
·Hn.

However, this contradicts our choice of n, which completes the proof.

C Additional Material for Section 3

We �rst prove the NP-hardness of EF1-init Existence for additive utility functions.

Theorem 3.4. EF1-init Existence is NP-complete.

Our reduction is from Eqitable Coloring. To de�ne Eqitable Coloring, we �rst introduce some
necessary de�nitions.

De�nition C.1. For some ` ∈ N, an `-coloring of a graph G = (V,E) assigns a color c(v) ∈ [`] to
every vertex v ∈ V . We call an `-coloring proper if it holds for every edge e = {u, v} that c(u) 6= c(v).
The color class V (h) ⊆ V of color h ∈ [`] is the subset of vertices colored with color h, formally,

V (h) := {v ∈ V | c(v) = h}. We say that an `-coloring is equitable if it is proper and for any two colors

h, h′ ∈ [`], it holds that |V (h)| ≤ |V (h′)|+ 1.

For some given ` ∈ N, the Eqitable Coloring problem asks whether a given graph admits an
equitable `-coloring.

Eqitable Coloring
Input: A graph G = (V,E) and a number ` ∈ N.
Question: Is there an equitable `-coloring of G?

The NP-hardness of Eqitable Coloring can be shown by a straightforward reduction (outlined below)
from Graph Coloring, which is de�ned as follows and is known to be NP-hard (see, e.g., Garey and
Johnson [24]).



Graph Coloring
Input: A graph G = (V,E) and a number ` ∈ N.
Question: Is there a proper `-coloring of G?

We shortly sketch the reduction from Graph Coloring to Eqitable Coloring. Given a graph
G = (V,E) and ` ∈ N, we construct a graphG′ fromG by adding (`−1) · |V | isolated vertices. Clearly,
G admits a proper `-coloring if and only if G′ admits an equitable `-coloring: Any proper `-coloring of
G can be extended to an equitable `-coloring of G′ by coloring the added isolated vertices such that
every color class has size |V |. Conversely, any equitable `-coloring of G′ needs to induce a proper
`-coloring when restricted to G.

Now, we are ready to prove that EF1-init Existence is NP-complete. Our reduction is inspired by a
reduction due to Hosseini et al. [30]11, who reduce from a variant of Eqitable Coloring where all
color classes are required to be of the same size to proof NP-hardness of deciding the existence of an
envy-free allocation (without initial utilities) for binary utilities12.

Proof of Theorem 3.4. First, we observe that EF1-init Existence is in NP: Given an allocation X , we
can check for any pair of agents i, j ∈ Awhether agent i envies j under EF1-init. To show NP-hardness,
we reduce from Eqitable Coloring. Given a graph G = (V,E) and a number ` ∈ N, we construct
an instance for EF1-init Existence with agents A and resources R as follows:

• The set of agents A is the union of two sets AE and AC . The set AE contains an edge agent e for
each edge e ∈ E. AC contains a color agent h for every color h ∈ [`].

• For every vertex v ∈ V , the set R contains a vertex resource v.

• The utility functions and the initial utilities of the agents are de�ned as follows. All color agents
from AC have an initial utility of 0 and get a utility of 1 for every resource, that is, ui(X) = |X|
for any i ∈ AC and X ⊆ R. All edge agents e ∈ AE have an initial utility of |V | + 1. An
edge agent e for edge e = {u, v} ∈ E gets a utility of |V | + 2 for the two vertex resources
corresponding to edge e’s endpoints u and v. All other resources do not increase the utility of e.
Formally, ue(X) = |e ∩X| · (|V |+ 2) for any X ⊆ R.

This construction can clearly be computed in polynomial-time. It remains to prove that G admits an
equitable `-coloring if and only if the constructed instance has a complete EF1-init allocation.

(⇒): Given an equitable `-coloring of G, we construct an allocation X by assigning the vertex
resource v to the color agent c(v). As every vertex is colored, the constructed allocation X is complete.
Furthermore, note that only color agents receive resources.

Next, we show that X is EF1-init. Consider any two agents i, j ∈ A. If j ∈ AE , then, as Xj = ∅, agent
i does not envy agent j under EF1-init. Next, suppose that i ∈ AE and j ∈ AC . IfXj = ∅, then agent i
does not envy agent j under EF1-init. Otherwise, we choose a resource r ∈ Xj as follows. First, assume
that Xj ∩ i 6= ∅, that is, one of the endpoints of the edge corresponding to i is assigned color j. Then,
we choose a resource r ∈ Xj ∩ i, otherwise, we choose an arbitrary resource r ∈ Xj . Note that it
needs to hold that |Xj ∩ i| ≤ 1, as the coloring would otherwise not be proper. Thus, we have that
(Xj \ {r}) ∩ i = ∅ and thus bj + ui(Xj \ {r}) = 0. Therefore, agent i does not envy agent j under
EF1-init.

11The reduction can be found in the full version of their paper [29].
12Agents either approve or disapprove a resource. The utility for a bundle X ⊆ R is the number of approved resources in

X .



Finally, assume that i, j ∈ AC . Since the coloring is equitable, we have that |Xj | ≤ |Xi|+ 1. Therefore,
either Xj = ∅ or it holds for any r ∈ Xj that

bi + ui(Xi) = ui(Xi) = |Xi| ≥ |Xj | − 1 ≥ bj + ui(Xj \ {r}),

so agent i does not envy agent j under EF1-init. As we have exhausted all possible cases, it follows that
X is EF1-init.

(⇐): Let X be any complete EF1-init allocation for the constructed instance. We �rst prove that no
edge agent can have a resource in X . Suppose for the sake of contradiction that there is an edge agent
j ∈ AE with Xj 6= ∅. Pick any color agent i ∈ AC . Note that for all r ∈ Xj , it holds that

bi + ui(Xi) < |V | < |V |+ 1 = bj ≤ bj + ui(Xj \ {r}).

Thus, agent j envies agent i under EF1-init. Therefore, only color agents can be allocated resources in
X .

Next, we construct an `-coloring in G from the allocation X by coloring every vertex v ∈ V with the
color corresponding to the color agent h ∈ AC such that v ∈ Xh. As no edge agent can have a resource
and X is complete, every vertex is assigned a color. First, we argue that the coloring is proper. Consider
any edge e = {u, v} ∈ E. Suppose that u and v have the same color h. Then, e ⊆ Xh. However, this
implies that the edge agent for e envies the color agent h under EF1-init, asXh 6= ∅, and for all r ∈ Xh,

be + ue(Xe) = |V |+ 1 < |V |+ 2 ≤ bh + ue(Xh \ {r}).

This contradicts that X is EF1-init, therefore the constructed coloring is proper.

It remains to show that the coloring is also equitable. Assume for the sake of contradiction that there
are two colors h, k ∈ [`] such that |V (h)| > |V (k)|+ 1. However, this implies that the color agent k
envies color agent h under EF1-init. We have that Xh 6= ∅, and for all r ∈ Xh, it holds that

bk + uk(Xk) = |Xk| < |Xh| − 1 = bh + uk(Xh \ {r}).

Thus, the constructed coloring is an equitable `-coloring of G, which completes the proof.

Next, we show that the hardness result cannot be extended for a constant number of agents, assuming
a unary encoding of the utility functions.

Proposition 3.5. For a unary encoding of the utility functions and a constant number of agents, EF1-init

Existence and EF-init Existence are polynomial-time solvable.

Proof. Both problems can be solved by a similar dynamic programming approach for a constant number
of agents n = |A|. We �rst prove the statement for EF-init, and then show how the proof can be adapted
for EF1-init. We �x an arbitrary ordering of the resources, i.e., R = {r1, r2, . . . , rm}. Since we assume
a unary encoding of the utility functions, without loss of generality, we assume that ui(X) ∈ N for all
i ∈ A and X ⊆ R, and de�ne s := maxi∈A ui(R).

The dynamic program for EF-init is based on a boolean table T [`, (vi,j)
n
i,j=1], where ` ∈ [m] and

vi,j ∈ [s] for all i, j ∈ A. An entry should be set to "true" if there is an allocation X of the resources
{r1, . . . , r`}, where it holds that ui(Xj) = vi,j for all i, j ∈ A. Note that as n is constant and s is
polynomial in the input size since we assume a unary encoding, it follows that the size of the table
in O(m · sn2

) is polynomial in the size of the input. We initialize the entry for ` = 0 and vi,j = 0
for all i, j ∈ A to "true" and all other entries to "false". The table entries are �lled in ascending order
for ` ∈ {1, . . . ,m} as follows. To �ll an entry for given indices ` ∈ {1, . . . ,m} and vi,j ∈ [s] with
i, j ∈ A, check if there exists an agent i∗ ∈ A, such that the entry for `′ = `−1, v′j,i∗ = vj,i∗−uj({r`})



for all j ∈ A, and v′i,j = vi,j for all i ∈ A and j 6= i∗ is set to "true". Intuitively, this means that the
`-th resource is given to agent i∗, and it remains to check if there is an (already computed) entry that
represents that the �rst ` − 1 resources can be distributed accordingly. Clearly, each entry can be
computed in polynomial time. After computing the table, to decide EF-init Existence, check if there is
an entry for ` = m, where for all i, j ∈ A, it holds that bi + vi,i ≥ bj + vi,j or vi′,j = 0 for all i′ ∈ A
(note that this implies that Xj = ∅ in the corresponding allocation X ).

To adapt the approach for EF1-init, we introduce additional dimensions pi,j for each pair of agents
i, j ∈ A used to store the value of the resource in j’s bundle that i likes the most, yielding a table
T [`, (vi,j)

n
i,j=1, (pi,j)

n
i,j=1], where ` ∈ [m] and vi,j , pi,j ∈ [s] for all i, j ∈ A. We initialize the entry for

` = 0 and vi,j = pi,j = 0 for all i, j ∈ A to "true" and all other entries to "false". Again, table entries are
�lled in ascending order for ` ∈ {1, . . . ,m}. Analogously as before, to �ll an entry for given indices
` ∈ {1, . . . ,m} and vi,j , pi,j ∈ [s] with i, j ∈ A, check that there is an agent i∗ ∈ A such that it holds
that pj,i∗ ≥ uj({r`}) for all j ∈ A, and such that there is a "true"-entry for i∗ with the following indices:

• `′ = `− 1,

• v′j,i∗ = vj,i∗ − uj({r`}) for all j ∈ A, and v′i,j = vi,j for all i ∈ A and j 6= i∗,

• p′j,i∗ = pj,i∗ if pj,i∗ > uj({r`}) and otherwise p′j,i∗ ∈ [pj,i∗ ] for all j ∈ A,

• p′i,j = pi,j for all i ∈ A and j 6= i∗.

Again, it is clear that the table size and the time to compute each entry is polynomial in the input size.
To decide EF1-init Existence, after �lling the table, check if there is an entry for ` = m, where for all
i, j ∈ A, it holds that bi + vi,i ≥ bj + vi,j − ri,j or vi′,j = 0 for all i′ ∈ A.

Finally, we give the complete proof for Theorem 3.6, which we sketched in the main section of the
paper.
Theorem 3.6. EF-init Existence for identical resources can be decided inO(n2 ·m3) time andO(n ·m2)
space.

For agent i ∈ A, let vi := ui({r}) for any r ∈ R be the value that agent i derives from a single resource.
We begin by formalizing the following observations, which we informally introduced already in the
main part of the paper.
Observation C.2. Let h ∈ [t]. Let X be an allocation where there is no envy between any pair of agents

i, j ∈
⋃

`∈[h] L` in the �rst h levels. Then, the following holds.

1. If for some h′ ∈ [h], there is an agent i ∈ Lh′ with |Xi| ≥ 1, then |Xj | ≥ 1 for all j ∈ Lh′′ with

h′′ ≤ h′.

2. For any level Lh′ with h′ ∈ [h], it holds that any two agents i, j ∈ Lh′ are allocated the same

number of resources |Xi| = |Xj |.

3. Let i, j ∈
⋃

`∈[h] L` be two agents in the �rst h levels. If bi < bj and vi < vj , we have that |Xj | = 0.

Proof. It is easy to see that the �rst two properties need to hold. To see why the third property holds,
consider two agents i, j ∈

⋃
`∈[h] L` with bi < bj and vi < vj . Now, assume for the sake of contradiction

that |Xj | > 0. We have that |Xi| > 0, since otherwise agent i envies agent j under EF-init, as i has a
lower initial utility. Since agent i does not envy j under EF-init in X , we have that

bi + ui(Xi) ≥ bj + ui(Xj)

⇐⇒ bi + vi · |Xi| ≥ bj + vi · |Xj |

⇐⇒ |Xi| − |Xj | ≥
bj − bi
vi

.



However, since agent j does not envy i under EF-init, we need to have that

bj + uj(Xj) ≥ bi + uj(Xi)

⇐⇒ bj + vj · |Xj | ≥ bi + vj · |Xi|

⇐⇒ bj − bi
vj

≥ |Xi| − |Xj |.

Note that this is a contradiction: Since bj − bi > 0 and vi < vj , we have that

|Xi| − |Xj | ≤
bj − bi
vj

<
bj − bi
vi

≤ |Xi| − |Xj |.

Therefore, it needs to hold that |Xj | = 0.

Note that for h = t, the allocation X from Observation C.2 is EF-init. Then, the properties hold for any
level and all agents.

As de�ned in the main part of the paper, let h∗ ∈ [t] be the minimal level such that there is a violating
pair of agents i, j ∈ A with bi < bj and vi < vj where j ∈ Lh∗ (if such a pair exists). Then, by
Observation C.2, it needs to hold for any EF-init allocation X and agent i′ ∈ Lh′ with h′ ≥ h∗ that
|Xi′ | = 0. That is, no agent outside the �rst h∗ − 1 levels gets a resource in any EF-init allocation. If
h∗ = 1, we know that the given instance for EF-init Existence is a no-instance, since there cannot be
a complete EF-init allocation.

Otherwise, we de�ne t∗ := h∗ − 1. Let i ∈
⋃

`∈{h∗,...,t} L` be an agent outside the �rst t∗ levels. For
every level Lh′ with h′ ∈ [t∗], we know that an agent j ∈ Lh′ can get at most b bi−bj

vi
c resources, as

otherwise agent i would envy j under EF-init. By de�ning kh′ as the minimum of these values for all
i ∈

⋃
`∈{h∗,...,t} L`, we get an upper-bound on the number of allocated resources for each agent in the

�rst t∗ levels in any EF-init allocation. If there is no violating pair in the whole instance, we set t∗ := t
and kh′ := m for all h′ ∈ [t].

Now, we can show the following crucial lemma.

Lemma 3.7. Let h, h′, h′′ ∈ [t∗] with h′ < h < h′′ and consider agents i∗ ∈ Lh, i ∈ Lh′ , and j ∈ Lh′′ .

If in some allocation X there is no envy between agents i and i∗, and between i∗ and j under EF-init, then
there is no envy between i and j under EF-init.

Proof. We prove the statement by proving the following two implications.

1. If i does not envy i∗ and i∗ does not envy j, then i does not envy j (under EF-init).

2. If j does not envy i∗ and i∗ does not envy i, then j does not envy i (under EF-init).

Firstly, assume that i does not envy i∗ and i∗ does not envy j under EF-init. If Xi∗ = ∅, then also
Xj = ∅, as i∗ does not envy j under EF-init and bj > bi∗ , which implies that i does not envy j under
EF-init. Thus, we assume that Xi∗ 6= ∅ and Xj 6= ∅. As i does not envy i∗ under EF-init, we have that

bi + ui(Xi) ≥ bi∗ + ui(Xi∗) ⇐⇒ bi + vi · |Xi| ≥ bi∗ + vi · |Xi∗ |

⇐⇒ |Xi| − |Xi∗ | ≥
bi∗ − bi

vi
.

Furthermore, agent i∗ does not envy j under EF-init, so

bi∗ + ui∗(Xi∗) ≥ bj + ui∗(Xj) ⇐⇒ bi∗ + vi∗ · |Xi∗ | ≥ bj + vi∗ · |Xj |

⇒ |Xi∗ | − |Xj | ≥
bj − bi∗

vi∗
≥ bj − bi∗

vi
,



where the last inequality holds since bj − bi∗ > 0 and vi∗ ≤ vi (as there is no violating pair in the �rst
t∗ levels and h′ < h). This implies that i does not envy j under EF-init, since

|Xi| − |Xj | = |Xi| − |Xi∗ |+ |Xi∗ | − |Xj | ≥
bj − bi∗

vi
+

bi∗ − bi
vi

=
bj − bi
vi

⇐⇒ bi + vi · |Xi| ≥ bj + vi · |Xj |.

Secondly, assume symmetrically that j does not envy i∗ and i∗ does not envy i under EF-init. Since j
does not envy i∗ under EF-init, if Xi∗ 6= ∅, then it holds that

bj + uj(Xj) ≥ bi∗ + uj(Xi∗) ⇐⇒ bj + vj · |Xj | ≥ bi∗ + vj · |Xi∗ |

⇐⇒ bj − bi∗

vj
≥ |Xi∗ | − |Xj |.

If Xi∗ = ∅, then |Xi∗ | − |Xj | ≤ 0 <
bj−bi∗

vj
, so in any case, it holds that bj−bi∗

vj
≥ |Xi∗ | − |Xj |.

Furthermore, we have that i∗ does not envy i under EF-init. If Xi = ∅, then this directly implies that j
does not envy i under EF-init. Otherwise, it follows that

bi∗ + ui∗(Xi∗) ≥ bi + ui∗(Xi) ⇐⇒ bi∗ + vi∗ · |Xi∗ | ≥ bi + vi∗ · |Xi|

⇒ |Xi| − |Xi∗ | ≤
bi∗ − bi
vi∗

≤ bi∗ − bi
vj

,

where the last inequality holds since bi∗ − bi > 0 and vi∗ ≥ vj (since there is no violating pair in the
�rst t∗ levels and h′′ > h). This implies that j does not envy i under EF-init, since

|Xi| − |Xj | = |Xi| − |Xi∗ |+ |Xi∗ | − |Xj | ≤
bi∗ − bi

vj
+

bj − bi∗

vj
=

bj − bi
vj

⇐⇒ bi + vj · |Xi| ≤ bj + vj · |Xj |.

Now, we are ready to prove that EF-init Existence for identical resources and additive utility functions
can be decided in time polynomial in n and m.

Proof of Theorem 3.6. We prove the statement by giving a dynamic-programming algorithm based on
the following table D of size O(n ·m2). For a ∈ [m], b ∈ [t∗], and c ∈ [m], we store in entry D[a][b][c]
whether there is an allocation X that satis�es the following requirements, which we call �tting for this
entry. The table entry may be omitted when it is clear from context.

• Allocation X allocates exactly a resources,

• the set of agents that get at least one resource is the union of the �rst b levels
⋃

`∈[b] L`,

• every agent i ∈ Lb gets exactly c = |Xi| resources,

• there is no pair of agents i, j ∈
⋃

`∈[b] L` in the �rst b levels such that i envies j in X under
EF-init,

• and it holds that |Xi| ≤ kh for any h ∈ [t∗] and agent i ∈ Lh (recall that we de�ned these
upper-bounds above when de�ning t∗).



Algorithm 2 Decide EF-init Existence
1: Global Table: D[a][b][c], for a ∈ [m], b ∈ [t∗], and c ∈ [m].
2: for a ∈ [m], b ∈ [t∗], and c ∈ [m] do
3: D[a][b][c]← "no" . Initialize Table D entries to "no".
4: for a ∈ [m] and c ∈ [k1] do
5: if |L1| · c = a then

6: D[a][1][c]← "yes" . Initialize entries for the �rst level.
7: for b ∈ {2, . . . , t∗} do
8: for a ∈ [m] and c ∈ [kb] do
9: if a− |Lb| · c ≥ 0 then

10: a′ ← a− |Lb| · c
11: b′ ← b− 1
12: Choose i ∈ Lb′ with minimal vi and j ∈ Lb with maximal vj
13: c′min ← c+ d bj−bi

vi
e . Lower bound ensures that i does not envy j.

14: c′max ← c+ b bj−bi
vj
c . Upper bound ensures that j does not envy i.

15: if c′min ≤ c′max then

16: for c′ ∈ {c′min, . . . , c
′
max} do

17: if D[a′][b′][c′] = "yes" then
18: D[a][b][c]← "yes"
19: for b ∈ [t∗] and c ∈ [kb] do
20: if D[m][b][c] = "yes" and CheckEFInit(m, b, c) = "yes" then
21: Accept . Accept if �tting allocation is EF-init.
22: Reject

23: function CheckEFInit(a, b, c)
24: Choose arbitrary j ∈ Lb.
25: if b < t∗ then

. Check if an agent in levels Lb+1, . . . , Lt∗ (that receives no resources) envies j.
26: for i ∈

⋃
h∈{b+1,...,t∗} Lh do

27: if c >
bj−bi
vi

then return "no"
28: return "yes"

Next, we give Algorithm 2 to decide EF-init Existence. The algorithm �rst �lls table D and then
checks if there is a "yes"-entry for which a �tting allocation is EF-init. Note that for a �tting allocation
for an entry for level b ∈ [t∗], we only require that there is no envy under EF-init between agents
i, j ∈

⋃
`∈[b] L` in the �rst b levels, so we have to check if agents in higher levels are envious. To prove

the correctness of Algorithm 2, we �rst prove that table D has been �lled correctly when we check if
there is a �tting EF-init allocation for a "yes"-entry after Line 19.

Claim C.3. After Line 19, for any a ∈ [m], b ∈ [t∗], and c ∈ [m], it holds that entry D[a][b][c] = "yes" if

and only if there is a �tting allocation for entry D[a][b][c].

Proof. Note that for any a ∈ [m] and b ∈ [t∗], a �tting allocation can only exist if c ≤ kb. Moreover, in
Algorithm 2, for any b ∈ [t∗], we only introduce "yes"-entries for c ≤ kb. Thus, for all b ∈ [t∗], entries
with c > kb are correctly set to "no", and it su�ces to consider entries with c ∈ [kb]. We prove this
claim by induction over b ∈ [t∗].

First, we consider the base case of b = 1. Note that for any a ∈ [m] and c ∈ [k1], a �tting allocation X
for D[a][1][c] allocates exactly a resources only to agents in L1, |Xi| = c for every agent i ∈ L1 and
X satis�es that there is no envy between any pair i, j ∈ L1 under EF-init. Clearly, there is such an



allocation if and only if |L1| · c = a. As we set D[a][1][c] = "yes" if and only if |L1| · c = a in Line 6,
the base case holds.

For the induction step, assume that for some 1 ≤ h < t∗, the claim holds for all table entries D[a][b][c]
with b ≤ h, a ∈ [m] and c ≤ kb. We need to show that for any a ∈ [m] and c ∈ [kh+1], entry
D[a][h+ 1][c] = "yes" if and only if there is a �tting allocation X for this entry.

(⇐): Recall that we set D[a][h + 1][c] = "yes" in Line 18 if we �nd a suitable "yes"-entry for the
preceding level Lh. Suppose that there is a �tting allocation X for D[a][h+ 1][c]. In X , every agent
in level h + 1 gets exactly c resources and agents in A \

⋃
`∈[h+1] L` do not receive any resources.

Next, we will construct a �tting allocation X ′ for an entry in the previous level h. Clearly, by setting
X ′

i = ∅ for all i ∈ Lh+1 and X ′
i = Xi for all i /∈ Lh+1, allocation X induces an allocation X ′

that allocates a′ = a − |Lh+1| · c ≥ 0 resources and where the set of agents that get a resource is⋃
`∈[h] L`. Furthermore, in X ′, there cannot be any envy under EF-init between agents i, j ∈

⋃
`∈[h] L`,

as these agents would also be envious in X . Finally, by Observation C.2, in X ′, all agents in Lh need
to get the same number c′ of resources. It needs to hold that c′ ≤ kh, since X is �tting. Thus, X ′

is �tting for D[a′][h][c′]. By the induction assumption, this implies that D[a′][h][c′] = "yes". As in
the algorithm, choose an agent i∗ ∈ Lh with minimal vi∗ and j∗ ∈ Lh+1 with maximal vj∗ , and let
c′min = c+ d bj∗−bi∗

vi∗
e and c′max = c+ b bj∗−bi∗

vj∗
c. Note that since i∗ does not envy j∗ under EF-init in

X , it needs to hold that

bi∗ + ui∗(Xi∗) ≥ bj∗ + ui∗(Xj∗)

⇐⇒ bi∗ + vi∗ · |X ′
i∗ | ≥ bj∗ + vi∗ · c

⇐⇒ |X ′
i∗ | − c ≥ bj∗ − bi∗

vi∗
⇐⇒ |X ′

i∗ | ≥ c′min.

Furthermore, j∗ does not envy i∗ under EF-init in X , so we have that

bj∗ + uj∗(Xj∗) ≥ bi∗ + uj∗(Xi∗)

⇐⇒ bj∗ + vj∗ · c ≥ bi∗ + vj∗ · |X ′
i∗ |

⇐⇒ bj∗ − bi∗

vj∗
≥ |X ′

i∗ | − c ⇐⇒ |X ′
i∗ | ≤ c′max.

Note that as shown above, c′min ≤ c′ = |X ′
i∗ | ≤ c′max. Thus, we consider the "yes"-entry for X ′ in the

algorithm and set entry D[a][h+ 1][c] = "yes" in Line 18.

(⇒): Conversely, assume that D[a][h + 1][c] = "yes". Let a′ = a − |Lh+1| · c. Again, choose
i∗ ∈ Lh with minimal vi∗ and j∗ ∈ Lh+1 with maximal vj∗ , and let c′min = c + d bj∗−bi∗

vi∗
e and

c′max = c + b bj∗−bi∗
vj∗

c. As we only set the entry to "yes" in Line 18, there needs to exist some c′ ∈
{c′min, . . . , c

′
max} such that D[a′][h][c′] = "yes". By the induction assumption, this implies that there

is a �tting allocation X for D[a′][h][c′]. Extending X by allocating c resources to every agent in level
h+ 1 yields an allocation X ′ that allocates exactly a′ + c · |Lh+1| = a resources and where the set of
agents that receive a resource is

⋃
`∈[h+1] L`. It remains to prove that there is no envy under EF-init

between any agents i, j ∈
⋃

`∈[h+1] L` in X ′. Clearly, there cannot be a pair of agents i, j ∈
⋃

`∈[h] L`

where i envies j, as i would also envy j (under EF-init) in X . Next, consider two agents i ∈ Lh and



j ∈ Lh+1. Note that

|X ′
i| = c′ ≥ c′min = c+ dbj

∗ − bi∗

vi∗
e ≥ |X ′

j |+ d
bj − bi
vi
e

⇒|X ′
i| − |X ′

j | ≥
bj − bi
vi

⇐⇒ bi + |X ′
i| · vi ≥ bj + |X ′

j | · vi,

so agent i does not envy j under EF-init. Furthermore, we have that

|X ′
i| = c′ ≤ c′max = c+ bbj

∗ − bi∗

vj∗
c ≤ |X ′

j |+ b
bj − bi
vj
c

⇒bj − bi
vj

≥ |X ′
i| − |X ′

j |

⇐⇒ bj + |X ′
j | · vj ≥ bi + |X ′

i| · vj ,

so agent j does not envy i under EF-init. It remains to prove that there is no envy under EF-init between
an agent i ∈ Lh′ with h′ < h and an agent j ∈ Lh+1. Consider an agent j′ ∈ Lh. We have that there is
no envy between agents i and j′, as there is no envy between any agents in

⋃
`∈[h] L` (under EF-init),

since X is �tting. Moreover, as argued above, there is no envy between agent j′ ∈ Lh and j ∈ Lh+1.
With Lemma 3.7, it follows that there is no envy between agent i ∈ Lh′ with h′ < h and j ∈ Lh+1.
Thus, X ′ is �tting for D[a][h+ 1][c]. �

Now, we are ready to prove the correctness of the algorithm in the following claim.

Claim C.4. Algorithm 2 accepts if and only if there is a complete EF-init allocation.

Proof. We prove the claim by proving both directions of the equivalence.

(⇒): First, suppose that Algorithm 2 accepts. Note that we only accept in Line 21 if there is an entry
D[m][b][c] = "yes" for some b ∈ [t∗] and c ∈ [m]. By Claim C.3, there exists a �tting allocation X for
D[m][b][c]. Clearly, this allocation is complete.

Note that no agent in A \
⋃

`∈[b] L` gets a resource in X . Thus, only agents in
⋃

`∈[b] L` can be envied
under EF-init by any agent. Since X is �tting for D[m][b][c], no agent i ∈

⋃
`∈[b] L` can be envious of

another agent under EF-init. Therefore, we only need to check if there is an agent i ∈ A \
⋃

`∈[b] L`

that envies an agent j ∈
⋃

`∈[b] L` under EF-init. First, observe that no agent i ∈
⋃

`∈{t∗,...,t} L` envies
an agent j ∈

⋃
`∈[b] L` under EF-init: Consider some agent i ∈

⋃
`∈{t∗,...,t} L` and an agent j ∈ L` for

some ` ∈ [b]. Since X is �tting, the allocation needs to satisfy the upper-bounds on the number of
resources for agents in the �rst t∗ levels that we de�ned in the beginning. Formally, it needs to hold
that |Xj | ≤ k`. Thus, we have that

|Xj | ≤ k` ≤
bi − bj
vi

⇐⇒ bi ≥ bj + vi · |Xj | ⇐⇒ bi + ui(Xi) ≥ bj + ui(Xj),

so agent i does not envy j under EF-init. Note that if b = t∗, we already have shown that there is
no envy between any pair of agents under EF-init. Otherwise, if b < t∗, it remains to consider an
agent i ∈

⋃
`∈{b+1,...,t∗} L`. Let j∗ ∈ Lb be an agent in Lb. Recall that j∗ does not envy any agent

j ∈
⋃

`∈[b] L` under EF-init, since X is �tting. Thus, if i does not envy j∗, by Observation C.2, i does
not envy j (under EF-init). Note that i does not envy j∗ under EF-init if and only if c = |Xj∗ | ≤

bj∗−bi
vi

,
as

|Xj∗ | ≤
bj∗ − bi

vi
⇐⇒ bj∗ + vi · |Xj∗ | ≤ bi ⇐⇒ bj∗ + ui(Xj∗) ≤ bi + ui(Xi).

Since we accept in Line 21 only if this inequality holds for all agents i ∈
⋃

`∈{b+1,...,t∗} L`, allocation X
is EF-init.



(⇐): Suppose there is a complete EF-init allocation X . If the algorithm accepts, we are done. In the
following, assume for the sake of contradiction that the algorithm does not accept. Note that it needs
to hold for all h ∈ [t∗] and i ∈ Lh that |Xi| ≤ kh as argued in the beginning: If t∗ < t, all agents in⋃

`∈{t∗+1,...,t} L` cannot get a resource in X . Therefore, if |Xi| > kh for some h ∈ [t∗] and i ∈ Lh, then
there is some agent j ∈

⋃
`∈{t∗+1,...,t} L` that envies i under EF-init. If t∗ = t, we set kh = m (recall

that this is the case if there is no violating pair in the instance), so |Xi| ≤ kh = m holds trivially.

Let h be the maximal level h ∈ [t] such that an agent i ∈ Lh receives a resource in X . Note that h ≤ t∗,
since only agents in

⋃
`∈[t∗] L` can get a resource in an EF-init allocation. Moreover, by Observation C.2,

all agents in
⋃

`∈[t] L` need to get at least one resource and every agent in Lh needs to get exactly |Xi|
resources in X . Clearly, since X is EF-init, there is no envy under EF-init between any pair of agents in
X . It follows that X is �tting for D[m][h][|Xi|] and thus D[m][h][|Xi|] = "yes" by Claim C.3.

If h = t∗, CheckEFInit(m,h, |Xi|) returns "yes" and we accept in Line 21, which is a contradiction.
Thus, assume that h < t∗ and consider an agent i′ ∈

⋃
`∈{h+1,...,t∗} L` and an agent j∗ ∈ Lh. As argued

above, i′ does not envy j∗ under EF-init if and only if |Xj∗ | ≤
bj∗−bi′

vi′
. Thus, this inequality needs to

hold for all agents i′ ∈
⋃

`∈{h+1,...,t∗} L` in allocation X . Therefore, CheckEFInit(m,h, |Xi|) = "yes".
Again, this implies that we accept in Line 21, which is a contradiction. Therefore, the algorithm needs
to accept either for this entry or for an entry that was checked earlier. �

Finally, it remains to show that Algorithm 2 runs in O(n2 · m3) time and O(n · m2) space. Recall
that we proceed in two steps: Firstly, we partition the agents into the levels, compute t∗ ∈ [t] and the
upper-bounds kh for all h ∈ [t∗]. Secondly, we decide EF-init Existence using Algorithm 2.

Partitioning the agents into the levels and computing t∗ and the upper-bounds can be done in time
O(n2 ·m3). Moreover, we need to store at most t∗ ≤ n upper-bounds. Next, we consider Algorithm 2.
First, since t ≤ n, the tableD has size O(n ·m2). Clearly, the initialization of the table within Line 2 to
Line 4 can be done in running timeO(n ·m3). To compute a table entry for level Lb with b ∈ {2, . . . , t},
we need to look at at most m entries for level Lb−1. Note that we also need to �nd the agents i ∈ Lb−1

with minimal value vi and j ∈ Lb with maximal value vj . However, for every one of the at most n
levels, we can store the agents with minimal and maximal value when partitioning the agents into the
levels. Thus, each one of theO(n ·m2) entries can be computed inO(m), so the algorithm �lls tableD
in timeO(n ·m3). Lastly, we analyze the running time of checking if there is a "yes"-entry with a �tting
EF-init allocation within the loop in Line 19. First, observe that we check at most O(n ·m) entries. For
every "yes"-entry, we check whether a �tting allocation is EF-init using function CheckEFInit, which
takes time at most O(n ·m).

Note that the running time and space consumption from above may be improved by a more careful
analysis. For example, in Algorithm 2, the space consumption of table D can be improved by storing
only the O(m2) entries of the previous level. Whenever we introduce a "yes"-entry, we can directly
check if a �tting allocation is also EF-init, in which case we can directly accept. Moreover, the algorithm
can also be modi�ed to compute an EF-init allocation by storing a �tting allocation for "yes"-entries.
Note that it su�ces to store an arbitrary �tting allocation for an entry: Extending a �tting allocation
for an entry for level Lb with b ∈ [t] to level Lb+1 and checking if the allocation is EF-init only depends
on the number of resources allocated to an agent in Lb, which is the same for all �tting allocations for
this entry.

D Additional Material for Section 4

In this section, we provide the complete proof for Theorem 4.7.



Theorem 4.7. The allocation computed by Algorithm 1 is complete and satis�es min-EF1-init. Further,

Algorithm 1 runs in polynomial time.

We start by formalizing properties of Algorithm 1 that we informally remarked in the main part, before
restating the crucial Lemma 4.10 (Activation Gap Lemma). Using this, we then complete the proof of
Theorem 4.7.

We observe the following.

Observation D.1. Consider Algorithm 1 and letX be the allocation returned by the algorithm. Let i, j ∈ A
be two distinct agents, and for each k ∈ {i, j}, let X∗

k denote the bundle of k after a given pick in the

algorithm. If eitherX∗
j = ∅ or there exists a resource r ∈ X∗

j such that bi + ui(X
∗
i ) ≥ bj + ui(X

∗
j \ {r}),

and after this pick agent i picks before j’s next pick, then it holds that bi + ui(Xi) ≥ bj + ui(Xj \ {r}) in
the �nal allocation X .

Lemma 4.10 (Activation Gap Lemma). Consider Algorithm 1 and let i, j ∈ A be two agents that were

active in some round with bi ≥ bj and bi > mini′∈A bi′ . For k ∈ A, let X∗
k be the bundle of k after the

pick that activated i. Then, either X∗
j = ∅ or there exists r ∈ X∗

j such that∑
r′∈X∗

j \{r}

min
j′∈A : bj′<bi

uj′({r′}) < bi − bj .

Using the above lemma, we can now prove Theorem 4.7.

Proof of Theorem 4.7. Let X be the allocation computed by the algorithm and let � be the �nal linear
order. We show that for any two agents i, j ∈ A, agent i does not envy agent j under min-EF1-init
in X . Thus, we need to show that Xj = ∅ or condition (C1) holds if bi ≤ bj or (C2) holds if bi > bj .
Therefore, in the following, assume that Xj 6= ∅.

Case 1 (bi = bj). In this case, we need to argue that there is a resource r ∈ Xj such that condition
(C1) holds. Note that i and j are active in the same rounds. Thus, condition (C1) holds by applying
Observation 4.8 on the set of all rounds: At least one of the cases is applicable, and every case implies
that ui(Xi) ≥ ui(Xj \ {r}) for some r ∈ Xj .

Case 2 (bi < bj). For k ∈ A, let X∗
k be the bundle of k after j’s �rst pick and let r ∈ R be the �rst

resource picked by j, i.e., X∗
j = {r}. Since i had reached j when agent j was activated, it holds that

bi + ui(X
∗
i ) ≥ bj + ui(X

∗
j \ {r})︸ ︷︷ ︸
=0

.

Moreover, since i picks before j in the picking sequence starting with the pick after j’s �rst pick,
agent i prefers the resources they pick in this picking sequence (i.e., Xi \X∗

i ) over those picked by j
(i.e., Xj \X∗

j ). Thus, ui(Xi \X∗
i ) ≥ ui(Xj \X∗

j ). With Observation D.1, condition (C1) follows for
resource r.

Case 3 (bi > bj). In this case, we need to argue that condition (C2) holds for some resource r∗ ∈ Xj ,
that is, that there exists a subset X∗ ⊆ Xj with∑

r∈X∗

min
j′∈A : bj′<bi

uj′({r}) < bi − bj , (7)

such that it holds that ui(Xi) ≥ ui(Xj \ (X∗ ∪ {r∗})).



We make a case distinction whether agent i was activated at some point during the algorithm. First,
suppose that agent i was activated. Let X∗

k be the bundle of agent k ∈ A after the pick that activated i.
Note that bi > bj implies that bi > mini′∈A bi′ , so by Lemma 4.10, we have that either X∗

j = ∅ or it
holds that ∑

r′∈X∗
j \{r}

min
j′∈A : bj′<bi

uj′({r′}) < bi − bj

for some resource r ∈ X∗
j . Note that it needs to hold thatX∗

j 6= ∅ since bi > bj . Thus, letX∗ = X∗
j \{r}

and r∗ = r. Note thatX∗ satis�es Equation (7). Next, consider the picking sequence of all picks starting
with (including) agent i’s �rst pick. In this sequence, agent i picks the resources in Xi and agent
j picks the resource in Xj \ X∗

j . Since agent i picks �rst, we have that ui(Xi) ≥ ui(Xj \ X∗
j ) =

ui(Xj \ (X∗ ∪ {r∗})), so X∗ and r∗ satisfy (C2).

Finally, suppose that agent i was not activated. In this case, we will argue that it is always possible
to choose X∗ and resource r∗ in (C2) such that X∗ ∪ {r∗} = Xj , which implies that ui(Xi) ≥ 0 =
ui(Xj \ (X∗ ∪ {r∗})) holds trivially. If agent i was not activated, there needs to be an agent j∗ ∈ A
with bj∗ < bi such that

uj∗(Xj∗) < bi − bj∗ . (8)

If j = j∗, this implies that (C2) holds for X∗ = Xj∗ and any arbitrary resource r∗ ∈ Xj∗, since

bi − bj >(8) uj∗(Xj∗) ≥
∑

r′∈Xj∗

min
j′∈A : bj′<bi

uj′({r′}).

Thus, it remains to consider the case that j 6= j∗. First, we assume that bj = bj∗ . Note that in this case,
agents j and j∗ are active in the same set of roundsR. Thus, using Observation 4.8, we get that

uj∗(Xj \ {r}) ≤(4.8) uj∗(Xj∗) <(8) bj∗ − bi = bj − bi

for some resource r ∈ Xj . Thus, condition (C2) holds for X∗ = Xj \ {r} and resource r∗ = r, since
X∗ ∪ {r} = Xj and X∗ satis�es Equation (7). We consider the remaining case that bj 6= bj∗ .

First, assume that bj > bj∗ . Let X∗
j∗ be the bundle of agent j∗ when agent j was activated. It needs to

hold that

uj∗(X
∗
j∗) ≥ bj − bj∗ . (9)

From Equations (8) and (9), it follows that

uj∗(Xj∗ \X∗
j∗) < bi − bj . (10)

Let r ∈ Xj be the �rst resource picked by agent j. Consider the picking sequence of all picks starting
with the pick after agent j’s �rst pick. In this picking sequence, agent j picks the resources inXj \ {r}
and agent j∗ picks the resources in Xj∗ \X∗

j∗ . Since agent j∗ picks before j in this picking sequence,
we have that

uj∗(Xj∗ \X∗
j∗) ≥(4.8) uj∗(Xj \ {r}). (11)

With this, it follows that

bi − bj >(10) uj∗(Xj∗ \X∗
j∗) ≥(11) uj∗(Xj \ {r}) ≥

∑
r′∈Xj\{r}

min
j′∈A : bj′<bi

uj′({r′}).

This implies that condition (C2) holds for X∗ = Xj \ {r} and resource r∗ = r.



Finally, assume that bj < bj∗ . Let X∗
j be the bundle of agent j when agent j∗ was activated. Note that

it cannot be the case that X∗
j = ∅, since bj < bj∗ . Moreover, bj < bj∗ implies that bj∗ > mini′∈A bi′ .

By Lemma 4.10, we thus have that there exists a resource r ∈ X∗
j such that

bj∗ − bj >
∑

r′∈X∗
j \{r}

min
j′∈A : bj′<bj∗

uj′({r′}). (12)

Consider the picking sequence starting with agent j∗’s �rst pick. In this sequence, agent j∗ picks the
resources in Xj∗ and agent j picks the resources in Xj \X∗

j . Since agent j∗ picks �rst, we get that

uj∗(Xj \X∗
j ) ≤ uj∗(Xj∗) <(8) bi − bj∗ . (13)

It follows from Equations (12) and (13) that

bi − bj = (bi − bj∗) + (bj∗ − bj) >(13),(12) uj∗(Xj \X∗
j ) +

∑
r′∈X∗

j \{r}

min
j′∈A : bj′<bj∗

uj′({r′})

≥
∑

r′∈Xj\{r}

min
j′∈A : bj′<bi

uj′({r′}).

Thus, condition (C2) holds for X∗ = Xj \ {r} and resource r∗ = r. This completes the proof.
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